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6 Full-counting statistics - classical

This is the lecture note on May 27, 2024 focusing on the average current and noise observed in a single-
level quantum dot coupled to two leads, which is obeying a classical master equation. In contrast to the
discussions in the previous lecture, we consider the electron motion in both (left to right/right to left)
directions. The notion of full-counting statistics is introduced.

6.1 Master equation

First we review our discussion on the classical master equation. We consider stochastic processes of electrons
in a quantum dot made of single level coupled with two leads, and disregard the spin degree of freedom.
Hence, possible states in a quantum dot is either empty “0” or filled “1”. We define the probabilities of
these states at time t as Wy (¢) and Wi (¢), respectively, which satisfy Wy (¢) + W1 (¢) = 1 for all t > 0. We
introduce the rate of an electron tunneling from the left (right) lead to the quantum dot as vri (Yr+)
and the rate from the quantum dot to the left (right) lead as v, (yr—). From the physical argument
vr+,Yr+ > 0. Assuming the leads being in local equilibria, local detail balance condition reads

T+ _ e—,gL(eO—M)’ TR+ _ e—,BR(eo—uR), (1)
YL- YR—

where € is the energy level of the quantum dot and /g, i1/ r are the inverse temperatures and chemical
potentials of each lead, respectively.
We represent a “state” of the quantum dot at time ¢ using Dirac’s notation

wen=( il ). @)

which is in fact a column vector and the master equation is

d v Y y_
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where M is the transition matrix. Formal solution of the master equation is
(W (1)) =M W (0)), (4)

where [W(0)) is the initial (¢ = 0) probability distribution. The time-development is Markovian, namely,
for 0 <t/ <t

(W (1)) = M (o)) = MM i (0)) = MO W (). (5)
We introduce a special row vector
0= (1,1, (6)
which provides the norm of the state (at all ¢)
O[W (t)) = Wo(t) + Wi(t) = 1. (7)



We can also define various “average” of a physical quantity O at time ¢ by

(0) (1) = (0[OW (1)), (8)

where O is a two-by-two matrix representing the physical quantity of the quantum dot. For example, the
average number of electrons occupying the quantum dot, IV, is

o 0 0
where (N) () = (0| N|W (t)) = Wi (t). A
The eigenvalues A\; (k =0, 1) and corresponding left/right eigenvectors of M are defined as

(k| M =N (k[, M |k) =\ |k) (10)

where \j, are in general complex numbers and the left and right cigenvectors are {(k|}’ # |k) since the
matrix M is not Hermite. These also satisfy orthonormalization condition (k|¢) = é,. In particular, k = 0
corresponds the steady state with A\g = 0 and |0) = |[W;). Since the property (0|e™!|W(0)) = (0]W(0)) =1
holds for any initial probability distribution [ (0)), we have the relation (0] et = (0].

We consider stochastic processes from t = 0 to t = 7 (> 0). We discretize the time period [0, 7] into
N (> 1) small segments A7 = 7/N and name the N-times in-between as t; = i7/N (i=1,...,N). Set S;
(= 0,1) is the number of electrons in the quantum dot at time ¢;, which is actually a stochastic random
variable. We introduce a conditional distribution function

P(Sn,Sn—1,--+,Si+1|5i), (11)

which is the conditional probability of series of charge states {Sn,Sn—1, -+ ,Si+1} conditioned with S; at
time ¢;. Assuming Markov process, the relation

P(Sn,SN-1,---,85,Sj-1, ,Si+1|5i) = P(Sn,SNn—1,- -, Sj1Sj—1)P(Sj-1,- .., Si41]5i), (12)
holds. The conditional probabilities from ¢; to t;11 = t; + A7, P(S;+1]S5;), are explicitly given by

P(00) = 1 —y4 A7, P(0]1) = y_Ar, (13)
P(1]0) = 74 A7, P(1[1) =1 —y_Ar, (14)

which satisfy the required relation P(0|0) + P(1|0) = 1 and P(0|1) + P(1|1) = 1. In the limit N — oo,
neglecting the higher order terms in A7,

Nar 7o vran — [ P(0[0)  P(0[1)
eMA ~I+MAT—(P(1|O) POIIL) ) (15)

From these definitions, the probability that the quantum dot is empty at time ¢ = ¢; is

Wo(t:) = > P(0,8;1,8i—2,-+, S1180)Ws, (0) = > P(0[Si—1)Ws,_,(tic1),  (16)
Si—1,8i—2,+,51,50 Si—1=0,1

and the probability that the quantum dot is filled at time t = ¢; is

Wi(t:) = > P(1,8i-1,8i-2,--+ s S1|S0)Wso (0) = Y P(USi—))Ws, (1) (17)
Si—1,Si—2,,51,50 S;—1=0,1

In the Dirac notation and using Eq. (15), we have
N P(0[Si—1)Ws,_, (ti-1) \ _ ( P(0[0) P(0[1) Wo(ti-1)
[W(t:)) —S}_:m( P(1]Si—1)Ws,_, (ti_1) ) - ( P(1/0) P(1]1) ) ( Wi (tio1) )

~ 6MAT ‘W(ti—l» _ 61\/IATeMA'r |W(ti_2)> .= eMti

which is identical with Eq. (4).



6.2 Counting statistics

We introduce a “current” at time t;, I(t;), where 2£Z1(t;) is the net electron number (the difference of
numbers of electrons moved to the right and that to the left) moved from the dot to the right lead in the
period [t;—1,t;]. (The current between the left lead and the dot can be evaluated similarly, but here we
focus on the value mentioned above.) Then the total number of moved electrons, n, in a time period 7 is

N
n= %Z[(ti), (19)

which is a random number (could be a positive or negative integer). The average of n™, m-th moment

7.1:1 i2:1

m N N N
= () X3 3 )t 11, ) T(8,) (20)

is related to the correlation of currents at m different times. ! For example, we first evaluate the average
of the current at ¢ = ¢;. Noticing the direction of the motion of the electron and that of the current are
opposite, the current is finite (positive) when the dot is empty at ¢ = ¢;_; and transition occurs with the
rate vr+ and is negative when the dot is filled at ¢ = ¢;_1 and transition occurs with the rate yr_, hence

(I(t:)) = (—e) > {=1r+P(0,5i—2,- - ,51]S0) + Yr-P(1,Si—2,- -, 51[50)} Wi, (0)
Si—2,8i—3,"+,51,50

= (—e) {=vr+Wo(ti-1) + vr-Wi(ti-1)}. (22)

The correlation of the currents at t = ¢, and ¢ = ¢; can be evaluated similarly. Assuming ¢; > t; and noting
there are in total four processes of different signs that contribute to the product of the currents,

IE)IE) = Y >
Si_2,,8541 8;-2,---51,50
{—73+P(07Si72,5i73,'“ s Si+1|1)(=vr+)P(0, Sj—2,- -+, S1]S0)
—Yr+P(0,S8i-2,8i—3,--+,Sj41|0)yr-P(1,Sj_2,--- ,S1|S0)
+vr-P(1,8i-2,5i—3, -, Sj+1|1)(—vr+)P(0,Sj_2,-- -, 51]S0)
+Yr-P(1,8i—2,8i—3, -+, Sj4+1(0)yr-P(1, Sj—2, - 751|S(3)}VVSO(O)

= ¢2 Z

Si_2, 841
{7R+P(07Si—2,5'i—3, o S| DRy Wo(tj—1) — e+ P(0, Si—2, Si—3, -+, Sj41]0)yr-Wi(tj—1)
—Yr—P(1,8i—2,8i—3, -+, Sjx1|1)vre Wo(tj—1) + yr—P(1, Si—2, Si—3,- -~ »Sj+1|0)'7R7W1(tj71)}
(23)
In principle, we can calculate any correlations of currents appearing in (20) but in practice it is quite

cumbersome. Fortunately, there is an ingenious way to calculate any order of correlations. Although it
seems top-down, we introduce a transition matrix with a counting field, x,

’ 7+ Vo +Yr—eX
M(x) = : 24
00 ( Vot +YReeX - ) ’ @9

IHere, the formal meaning of (- - -}, for some physical quantity O(n) is
oo
(O(n)), = >_ P(n,7)0O(n), (21)

where P(n,T) is the probability distribution of the random number n in the period 7. This physically means the ensemble
average of the measurement for a period 7 many times.



with M (x = 0) = M. Now, an operator for the current is defined as
0 YR—
=—e .
< —Yr+ O >

(I(t:)) = (—e) {=vr+ Wo(ti—1) + yR-Wi(ti—1)}

oo ( g, T )i

~YR+
= (0]eM Ot 7, MOtim1 17(0))

oM (x)
a(ix)

Jr = —¢

Then the average of the current, Eq. (22), is

where we used the relation (0] MOt = (0]. The current correlation for ¢; > t; is similarly given by

()T (L)) = (0]eMOT 10 7 MO -1) 7 JOL-1 7))
To proceed further, we introduce a characteristic function

Z.(y) = lim <O|6M(X)A76M(X)AT...eM(X)AT|W(O)>

N—o0

(01eM O |W(0)) .

lim
N—oo

Then the first moment of n, defined in Eq. (19) with N — oo is

—e
NoA R R X
= lim —T <O‘eM(O)(T_ti)jReM(O)ATeM(O)tifl |W<0)>
N—=o00 P —e
o~ M (x) ; ;
= 1 M(0)(T—t;) M (0)AT  NI(0)t;_
= Jim > (0fe s | ATpe e HW(0))
=1 x=0
N .
. aeM(X)A‘r R
= lim 0leMO(—t) ) 2" MOt—1 117 (0
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N
I 0 {Z <0‘eI\;[(O)(Tfti)SM(X)AreM(O)ti_1 W (0)) }

= N A(iy)

=1 x=0
— Hm ——0 (0]eMOIAT MOAT . MO)AT 17 ()
Jim_ 570 won|
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where we added a factor M (AT after Jg, which is just a unity since AreMOAT L Ar 4 o[(AT)2].

(29)



Similarly, the second moment is

), = ([ L [ L)

—/OTf/Otd_i<I(t)I(t’)>+/ / dtl (1))
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In general, for m > 1,
8mZT(X) Am
(ZX) x=0

Therefore, in fact, Z,(x) is the electron number generating function. We define the cumulant generating
function by

Fly) = lim 2102, (x), (32)

T—00 T

and hence we can obtain all order of the cumulant? by

(i 0" F(x)

n >7‘c =T W X:O- (33)

Therefore, the term “full-counting statistics (FCS)” had appeared since all the cumulant of n are accessible
when we obtain F'(x).

6.3 Average current and noise power

Here, we formalize the average current and noise power. We assume that the system is in a steady state
and then we can freely shift the origin of the time. We introduce a random function I-(t), which is equal

2For those who are not familiar with the cumulant, let me show the concrete relations between the moment and cumulant:
. N .2 .2 o\ 2
() e =), (A7) o= (A7), — ()],

(%), = (A%), = 3(A), (%), +2(R) -



to I(t) for —7/2 <t < 7/2 and zero otherwise. Hence, its Fourier transform is
I (iw) = / dt I (t)e ™t (34)
and its zero frequency limit is
T/2
I (iw=0) = / dt I(t) = —en, (35)
—7/2

where n is the electron number, transferred in a time period 7 as discussed in Eq. (19). Then the average
current, I, is defined by

(36)

Then we define another random variable z,(¢), which is equal to I(t) — I for —7/2 < t < 7/2 and zero
otherwise. Repeating the arguments in the lecture note on May 20, the Fourier transform is

X, (iw) ::J(fo dtz, (e, (37)

and its (current noise) power spectrum is

Su(w) = Jim 2 (1%, (w)?), (38)
Since, X, (iw = 0) = —e(n — (n)_.),
5.(0) = Tim 2 (|~ e~ (3),)P),
- . (- )
— lim E A2) = 9e2 82F(X)
= T e =2 B | (39)

where (---)__ represents cumulant of some random variable.
Explicit demonstration of the current and noise for the Poisson process (independent electron flow in
the vacuum tube considered on May 20) is shown in Appendix A.

6.4 Conclusion

We had introduced the notion of counting statistics of net transferred electron in a period 7 with using a
counting field x. Electron number generating function and the cumulant generating function are derived
which can provide all moments/cumulants of the net transferred electron number. We will discuss the
current and noise of the electrons governed by the master equation (3) in the next lecture on June 3.

A Cumulant generation function of Poisson process
We consider the Poisson distribution characterized by a positive parameter 7,

P(n)=e py

Moment generating function is

Z(x) = Z P(n)eX™ = e Mene™ = en(e™ 1), (41)
n=0



We can recover the number distribution function P(n) from Z(x) by the transformation

1 o —ixn 1 o —ixn+n(eX—1)
— dxZ(x)e X" = — dyxe X
2T 0 2 0
e T i N (€)™ T
2r Jo xe mz::o m! ¢ mz::o m!/o o C
"
_ n'l
=e = P(n). (42)
Cumulant generation function is
1 n X X
FOO=-InZ(x) = _(e™ ~ 1) =~(e™ - 1), (43)

where in the last equation we set n = y7 with a certain rate ~.
By applying the relations in the main text, the average current is

IF (x)

I = —€ N == —6’)/, (44)
a(ZX) x=0
and the current noise is
9°F
S =2e* —— (XQ) = 2¢%y. (45)
A(ix)? |,=o
Hence, the Fano factor, F, is
S

which is consistent with the analysis at the end of the lecture note on May 20.
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