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momentum anisotropy called the elliptic flow. An impor-
tant feature of the elliptic flow is that it is sensitive to the
early stage of the collisions. Since the hot and dense region
expands more in plane, the spatial anisotropy disappears
quickly as it expands.
Experimentally, the azimuthal distribution is evaluated

in terms of a Fourier expansion [35],

Ed
3N
d3p = d2N

2πpTdpTdy

(
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n=1
2vn cos(nφ)

)

, (2)

where φ is the azimuthal angle of produced particles with
respect to the reaction plane. The second-order coeffi-
cient v2 quantifies the strength of the elliptic flow.
The top panel of Fig. 6 shows elliptic flow v2 for pions,

kaons, protons, φ, #, and $ in mid-central Au+Au col-
lisions at √sNN = 200 GeV [36–38]. In pT < 2 GeV/c,
v2 increases with pT and a clear mass dependence is
observed, which is well described by the hydrodynamic
model as shown with solid and dashed curves [39]. On
the other hand, in higher pT, there is a clear depar-
ture from the solid curves and two loci for mesons and
baryons become visible. At the LHC, very similar behav-
ior is observed: the bottom panel of Fig. 6 shows v2 for
pions, kaons, protons, φ, and # in mid-central Pb+Pb
collisions at √sNN = 5.02 TeV [40]. As seen at RHIC,
a mass dependence is seen in the low pT region while
grouping of mesons and baryons is observed also in higher
pT, which suggests a different mechanism of particle pro-
duction above pT ! 2 GeV/c compared to the lower pT
region, i.e., quark coalescence/recombination.

3.2 Quark coalescence/recombination
As a characteristic hadron production mechanism of
the QGP, the quark coalescence/recombination picture
has been introduced [41–45], in which quarks (q) and
anti-quarks (q̄) combine to mesons (qq̄) and baryons
(qqq). This process becomes important at intermediate
pT region since production at high (low) pT region is
dominated by the fragmentation (thermal) process.
To simplify the model, two assumptions are made: (a)

(anti-)quarks with the same momentum combine to form
hadrons and (b) (anti-)quarks have the universal elliptic
flow v2,q(pT). Then the following relations are obtained:

dNM
dφ

∝ (1+ 2v2,q cos 2φ)2 ≈ (1+ 4v2,q cos 2φ), (3)

dNB
dφ

∝ (1+ 2v2,q cos 2φ)3 ≈ (1+ 6v2,q cos 2φ), (4)

where NM and NB are yields of the meson and the baryon.
Thus, the elliptic flow for mesons (v2,M) and baryons (v2,B)
are scaled according to the number of constituent quarks
nq (quark number scaling) as,

Fig. 6 (Upper panel) v2 as a function of the transverse momentum for
π± , K± , K0s , p(p̄), φ #(#̄), and $−($̄+) in Au+Au collisions at√
sNN = 200 GeV from the STAR and PHENIX experiments [36–38].

Solid and dashed curves show the prediction of the hydrodynamic
model [39]. (Lower panel) v2 as a function of the transverse
momentum for π± , K± , K0s , p(p̄), φ, and #(#̄) in semi-central Pb+Pb
collisions at

√
sNN = 5.02 TeV from the ALICE experiment [40]

v2,M(pT) ∼ 2v2,q(pT/2), v2,B(pT) ∼ 3v2,q(pT/3). (5)

In Fig. 7, v2/nq as a function of transverse momen-
tum per quark, pT/nq, in central (0 − 20% centrality)
and mid-central (20 − 60% centrality) Au+Au collisions
at √sNN = 200 GeV are shown. In central collisions,
v2/nq of pions, kaons, and protons agree with each others
within the statistical and systematic uncertainties, which
supports the quark coalescence picture. But, in peripheral
collisions, a clear departure from the quark number scal-
ing is observed for pT > 1.3 GeV/c [46]. It is expected
that the scaling does not work at high pT region, where the
fragmentation process becomes dominant. At the LHC,
the scaling has been observed approximately at the level
of ±20% [40].

フローは粒子の集団運動を表す。初期の空間異方
性・密度揺らぎに対するシステムのレスポンス 
εn∝vn 。反応平面と粒子の相関とも言える。 

生成粒子の方位角分布のフーリエ係数で表される 
‣ v1: directed flow, 指向型フロー 

‣ v2: elliptic flow, 楕円型フロー 

‣ v3: triangular flow 
‣ v4, v5, v6…

φ: 粒子の反応平面（あるいはイベント平面）からの方位角

shaped distribution is simply expected from the overlap
of two colliding nuclei when collisions are non-central,
with the shorter dimension of the almond shape aligned
with the reaction plane. As a result, elliptic flow can
be interpreted as a result of medium expansion driven
by the asymmetric density profile. More precisely, gradi-
ents, which play the role of force in hydrodynamics, are
anisotropic in- and out-of reaction plane, leading cor-
respondingly to an anisotropic expansion. This expan-
sion scenario has been justified by the similar expansion
out of an anisotropic medium system realized in the cold
atom experiments [48]. The key in this relation is the
azimuthal structure of the initial distribution, which is
asymmetric between in- and out-of reaction plane, anal-
ogous to that of elliptic flow. The extent of asymmetry is
characterized by a dimensionless quantity called elliptic-
ity. With respect to the reaction-plane, it can be defined
as

"
RP
2 =

{x
2
�y

2
}

{x2+y2}
, (14)

where the curly brackets denote the average with respect
to the initial state energy (or entropy) density distribu-
tion,

{. . .}=

R
dxdye(x,y) . . .R
dxdye(x,y)

. (15)

The reaction-plane ellipticity "
RP
2 is bounded by unity.

It is clear that the elliptic asymmetry vanishes when
"
RP
2 = 0, corresponding to a density profile with abso-
lute azimuthal symmetry. Elliptic asymmetry maximizes
when "

RP
2 = 1. To a good approximation, a linear rela-

tion between the ellipticity and v2 has been found [49].
When event-by-event fluctuations are taken into ac-

count, the initial state geometry in heavy-ion collisions
depends not only on the background shape, but also de-

formations induced by the extra fluctuations. A gener-
alization of ellipticity to higher orders can be applied,
which provides a mode decomposition with respect to
the azimuthal asymmetry of the initial state geometry.
If one takes the complex expression z = x+ iy= re

i� for
the transverse coordinates, a standard generalization of
the n-th order eccentricity is defined in terms of the n-th
order moment of the density, as

En ⌘ "ne
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n
}
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n
e
in�

}

{rn}
, n> 1 , (16)

where {|z|n} in the denominator plays the role of normal-
ization. The minus sign is conventionally taken so that
En is potentially aligned with respect to Vn, although the
alignment is often broken due to the complexity induced
from the medium response. It can also be understood as
a Fourier decomposition of the energy density in terms
of azimuthal angle �, with a r

n-weight corresponding to
the fluctuation modes along the radial direction. For the
case of n=1, since {z} vanishes by a re-centering of the
density profile†, the non-trivial leading contribution is

E1 ⌘ "1e
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2
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⇤
}
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{r
3
e
i�
}

{r3}
, (17)

which captures a dipolar structure in the initial energy
density. E1 is the dipolar anisotropy, which is rapidity-
even. Note that in Eq. (16), En is complex with its mod-
ule "n characterizing the magnitude of asymmetry, while
its phase �n defines the orientation. The phase �n is
sometimes referred to as the participant plane of the
initial state. Both "n and �n fluctuate from event to
event in heavy-ion collisions as the density profile fluc-
tuates. Again, by definition in Eq. (16) and Eq. (17),
En is bounded by unity, with a vanishing En indicating
a vanishing n-th order anisotropy, while a maximized
anisotropy is achieved when |En|= "n =1.

E1 E2 E3 E4 E5

Fig. 2. Characteristic shapes of the deformed initial state density profile, corresponding to anisotropies of E1, E2,
E3, E4 and E5 (from left to right).

† Re-centering of the initial density in a theoretical analysis is always allowed, since the physical observables in heavy-ion collisions
are invariant under translations in the transverse plane.

7

L. Yan, CPC42,042001(2018)



T. Niida, 重イオン衝突 理論・実験共同研究会

楕円型フロー vs. 衝突エネルギー

 3

M. S. ABDALLAH ET AL. PHYSICAL REVIEW C 103, 034908 (2021)

0 0.5 1 1.5
]2 [GeV/c0-mTm

0

0.02

0.04

0.06

0.08

2v STAR Au+Au 4.5 GeV p

STAR Au+Au 4.5 GeV pions

E895 Au+Au 4.3 GeV p

FIG. 12. v2 of protons and pions from STAR FXT data analysis,
and v2 of protons from E895 experiment. Blue (red) stars represent
STAR FXT proton (pion) data (0–30 % centrality), and black circles
show E895 data (12–25 % centrality) [45].

positive and negative pions are presented together to improve
the statistical significance of the result.

In this analysis of elliptic flow, two methods are used: (1)
the event plane method using TPC information [26–28] and
(2) the two-particle cumulants method [29]. The event plane
resolution is about 20%. Resonance decays generate unrelated
correlations of particles in the final state. Such correlations are
a nonflow contribution and they bias the elliptic flow measure-
ment. Since particles from resonance decays are correlated
both in η and φ, we can reduce the nonflow contribution
caused by resonances by measuring elliptic flow using parti-
cles which are not correlated in η. The implementation of this
idea is different in each method. For the event plane method,
we divide each event into two subevents. For the cumulant
method, we require a 0.1 gap in η between all considered
pairs. Both methods give results which are consistent within
their uncertainties.

Figure 12 shows the elliptic flow v2 as a function of
transverse kinetic energy mT − m for pions and protons ob-
tained with the event plane method, where m is mass and

mT =
√

m2 + p2
T is transverse mass. It is compared to E895

results [45] obtained using the same method. We analyze the
0–30 % most central events. For pions and protons, we require
|y| < 0.5. In this analysis, we use tracks with 0.2 < pT < 2.0
GeV/c, but due to STAR acceptance in FXT mode at

√
sNN =

4.5 GeV, we could analyze only protons with higher values of
pT, namely pT > 0.4 GeV/c (see Fig. 6). The proton results
are consistent with E895 results [45].

To test the NCQ scaling, we divide v2 and mT − m (Fig. 12)
by the number of constituent quarks (three for protons and
two for pions). The results are presented in Fig. 13. The
observed scaling with the number of constituent quarks at 4.5
GeV is similar to what is observed for Au + Au at higher
collision energies [46,47]. The system created for Au + Au
at

√
sNN = 4.5 GeV has, perhaps surprisingly, larger collec-

tivity than expected, and there is no significant difference in
identified particle elliptic flow behavior when compared to
higher energies. The results in Fig. 13 are in possible conflict
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FIG. 13. v2 scaled by the number of constituent quarks (nq) for
charged pions (red stars) and protons (blue stars) for 0–30 % central
collisions. The values of v2 scaled with nq for pions and protons are
consistent with each other within errors. For comparison, points from
E895 are also shown (black circles)

with expectations. Constituent-quark scaling [ 1
3v

p
2 (mT /3) =

1
2vπ

2 (mT /2) at intermediate mT ] at these energies would sug-
gest partonic collectivity—quark gluon plasma creation—in
Au + Au collisions at energies as low as

√
sNN = 4.5 GeV.

Higher statistical precision is needed to test the NCQ scaling
hypothesis decisively, and this is forthcoming in the second
phase of the beam energy scan.

Figure 14 shows the beam energy dependence of v2
measurements, integrated over pT. The current results are con-
sistent with the trends established by the previously published
data.

VI. FEMTOSCOPY OF PIONS

Two-particle correlations at low relative momentum can
be used to extract information on the space-time structure

FIG. 14. The excitation function v2 for all charged particles or
separately for protons and pions, measured by several experiments.
The STAR FXT points for protons and for pions are near the region
where a change in slope occurs. Data are shown from FOPI [48,49],
E895 [45], E877 [50], CERES [51], NA49 [52], PHENIX [53],
PHOBOS [54], and from the STAR collider energies [46,47,55–57].

034908-10

STAR, PRC103, 034908 (2021)

楕円型フロー v2の符号は、エネルギーを変えていくと、２回変わる。
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NCQスケーリングが成り立つことが 
パートンレベルでの集団運動を示唆。 
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(JAM) [40] and Ultra-relativistic Quantum Molecular
Dynamics (UrQMD) [25, 26], are also given for the abun-
dantly produced hadrons ⇡+, K+, p, and ⇤. The results
from the cascade and baryonic mean-field modes of the
JAM and UrQMD model are shown as colored bands.
The same collision centrality and kinematic selection cri-
teria as in the data are applied in the model calculations.

From the top panels in Fig. 2 the strength of the ra-
pidity dependence of v1 is shown to be proportional to
the hadron mass. The values of the midrapidity slope,
defined as dv1/dy|y=0, are the largest for protons and
⇤s, see panel (a), and are close to zero for pions in panel
(b). In panel (c), dv1/dy|y=0 are positive and have small
charge dependence among kaons. The JAM and UrQMD
mean-field calculation includes a Skyrme potential energy
density function [30]. Comparing to the cascade mode,
the repulsive interactions among baryons are enhanced
via an additional mean-field option, resulting in a good
agreement with experimental data. A similar conclusion
can be drawn for the elliptic flow v2. As shown in the
lower panels of Fig. 2, all of the measured midrapidity
hadrons, (|y|  0.5) show negative values of v2 imply-
ing an out-of-plane expansion in the 3GeV collisions,
contrary to the in-plane expansion in high energy col-
lisions [16, 17]. Again, with the mean-field option with
 = 380 MeV, the JAM and UrQMD model calcula-
tions qualitatively reproduce the rapidity dependence of
v2 for baryons and pions. Nevertheless, we note that the
UrQMD model overpredicts the strength of v2 for strange
baryon ⇤ and both JAM and UrQMD model fails to re-
produce kaon v2, see Fig. 2.

Similar to the previous v1 studies [20, 21, 41] from
the STAR experiment, a polynomial fit of the form
v1(y) = a + by + cy3 was used to extract the strength
of directed flow at midrapidity for ⇡±,K±,K0

S , p, and
⇤, while the fit form v1(y) = by was used for � and ⌅�

due to the limited statistics. The fit range for all parti-
cles is �0.75 < y < 0. Hereafter, we refer to dv1/dy|y=0

as the slope obtained from the above fit. The cubic fit
term, c, can reduce the sensitivity to the rapidity range.
The constant term, a, accounts for the e↵ects from event
plane fluctuation and momentum conservation [42]. The
constant term, a, is found to be < 0.005 for all particles
except � and ⌅� in the 10-40% centrality.

The elliptic flow scaled by the number of constituent
quarks, v2/nq, for the copiously produced hadrons ⇡±

(squares), K± (crosses), p and p̄ (circles) is shown
as a function of the scaled transverse kinetic energy
(mT � m0)/nq in Fig. 3. Data are from 10-40% mid-
central Au+Au collisions at RHIC. Data points from 27
and 54.4GeV are shown as open and closed symbols, re-
spectively. The colored dashed lines, also displayed in
the figure, represent the scaling fit to data for pions,
kaons, and protons in 7.7, 14.5, 27, 54.4, and 200GeV
Au+Au collisions [22, 46] for both positive and negative
charged particles. Although the overall quark number
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FIG. 3. v2 scaled by the number of constituent quarks,
v2/nq, as a function of scaled transverse kinetic energy
((mT � m0)/nq) for pions, kaons and protons from Au+Au
collisions in 10-40% centrality at

p
sNN = 3, 27, and 54.4GeV

for positive charged particles (left panel) and negative charged
particles (right panel). Colored dashed lines represent the
scaling fit to data in 7.7, 14.5, 27, 54.4, and 200GeV Au+Au
collisions from STAR experiment at RHIC [43–45]. Statisti-
cal and systematic uncertainties are shown as bars and gray
bands, respectively. Some uncertainties are smaller than the
data points.

scaling is evident, it has been observed that the best scal-
ing is reached in the RHIC top energy

p
sNN = 200GeV

collisions [16]. As the collision energy decreases, the scal-
ing deteriorates. Particles and antiparticles are no longer
consistent with the single-particle NCQ scaling [22] due
to the mixture of the transported and produced quarks.
More detailed discussions on the e↵ects of transported
quarks on collectivity can be found in Refs. [20, 47]. As
one of the important evidence for the QGP formation in
high energy collisions at RHIC, the observed NCQ scal-
ing originates from partonic collectivity [16, 17, 48].

For 3GeV collisions, data points for ⇡,K and p are rep-
resented by filled triangles, open triangles and filled stars,
respectively in Fig. 3. It is apparent that all of the val-
ues of v2/nq are negative. Only proton results are shown,
because of the lack of antiproton production at this en-
ergy. Contrary to the higher energy data shown, the
quark scaling disappears in the observed elliptic flow for
positively charged particles in such low energy collisions.
The new results clearly indicate di↵erent properties for
the matter produced. As shown in Fig. 2, the JAM and
UrQMD model calculations with baryonic mean-field po-
tential reproduce the observed negative values of v2 for
protons as well as ⇤s. In other words, in the 3GeV colli-
sions, partonic interactions no longer dominate and bary-
onic scatterings take over. This observation is clear evi-
dence that predominantly hadronic matter is created in
such collisions.

The collision energy dependence of the directed and el-
liptic flow is summarized in Fig. 4. Figure 4(a) shows the
pT -integrated midrapidity directed flow slope dv1/dy|y=0

for ⇡, K, p, ⇤ and multi-strange hadrons � and ⌅�

STAR, arXiv:2108.00908
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FIG. 19. (Color online) The NCQ-scaled elliptic flow, v2/nq versus (mT − m0)/nq, for 0%–80% central Au + Au collisions for selected
particles (a) and corresponding antiparticles (b). Only statistical error bars are shown. The dashed lines show the results of simultaneous fits
with Eq. (17) to all particles except the pions.

the breakdown of NCQ scaling would be a necessary signature
for a QCD phase transition from partonic to hadronic matter.

Because particles and antiparticles have the same number of
quarks, the NCQ scaling transformation of v2 does not change
their relative separation. This means that the difference in
v2(pT ) for particles and corresponding antiparticles observed
in Sec. VI A constitutes a violation of this NCQ scaling.
Possible physics causes for this difference are discussed below.
In the following, NCQ scaling is shown separately for a selec-
tion of particles and antiparticles. Because a better agreement
between the different particles [even at low (mT − m0)/nq

values] is achieved with the (v2/nq)[(mT − m0)/nq] scaling
compared to the (v2/nq)(pT /nq) scaling, Fig. 19 presents the

scaled distributions versus (mT − m0)/nq. The corresponding
scaled plots for v2(pT ) are shown in Fig. 24 in the Appendix.

The NCQ scaling should only hold in the transverse
momentum range of 1.5 < pT < 5 GeV/c [44,48]. For the
corresponding scaled transverse mass and transverse momen-
tum range, a fair agreement for most of the particles and
energies is observed. Only the φ mesons deviate from the
trend at 7.7 and 11.5 GeV, with the maximum measured
(mT − m0)/nq value just reaching the lower edge of the
expected NCQ scaling range. The values deviate from those for
the other particles and antiparticles at the highest (mT − m0)
values at

√
sNN = 7.7 and 11.5 GeV by 1.8σ and 2.3σ ,

respectively. For the calculation statistical and systematic

014902-17

STAR, PRC88, 014902 (2013)

3 GeVでは、”粒子”のNCQスケーリングが成り立たない。 
パートンではなく、バリオンが支配的。 
π+: Δ resonance 
K+: associated production of Λ 
p: spectator proton contribution



T. Niida, 重イオン衝突 理論・実験共同研究会

モデルとの比較

 5

4

0

0.5

1

1.5

2

+π(a) 

1

+(b) K
0

0.5

1

1.5

2

φ(c) 

Particle Rapidity y

 (
G

e
V

/c
)

T
T

ra
n
sv

e
rs

e
 M

o
m

e
n
tu

m
 p

1− 0.5− 0 0.5

0

0.5

1

1.5

2

ta
rg

e
t

(d) p

1− 0.5− 0 0.5

0

0.5

1

1.5

2

Λ(e) 

1− 0.5− 0 0.5

0

0.5

1

1.5

2

-
Ξ(f) 

Au+Au Collisions at STAR
 = 3 GeVNNsFixed-target mode 

FIG. 1. The acceptance in transverse momentum (pT ) and
identified particle rapidity (y) for ⇡+, K+, �, p, ⇤ and ⌅�

measured with the STAR detector TPC and TOF in Au+Au
collisions at

p
sNN = 3GeV, with the FXT mode of beam

energy 3.85GeV per nucleon. The target is located at y =
�1.05. In each plot, intensity is self-normalized.

loss resolution from the TPC, the following track selec-
tions are applied: i) the number of hit points is larger
than 15; ii) the ratio between the number of hit points
and the maximum possible number of hit points is larger
than 0.52; iii) the distance of closest approach (DCA) to
the primary vertex is less than 3 cm [22].

The particle identification of charged pions with trans-
verse momentum range 0.2 < pT < 1.6GeV/c, charged
kaons with 0.4 < pT < 1.6GeV/c, and protons with 0.4
< pT < 2.0GeV/c are based on ionization energy loss
information measured with the TPC detector and time-
of-flight information measured with the Time-of-Flight
(TOF) detector [36]. Reconstruction of K0

S , ⇤, and ⌅�

is performed using the KF Particle Finder package based
on the Kalman Filter method initially developed for the
CBM and ALICE experiments [37], which utilizes the
quality of the track fit and the decay topology. The
� mesons are reconstructed through the decay channel,
� ! K+ + K�, where the combinatorial background is
estimated using the mixed-event technique [22].

Figure 1 presents the acceptance in y and pT for ⇡+,
K+, p, �, ⇤, and ⌅�, measured with the TPC and TOF
detectors in Au+Au collisions at

p
sNN = 3GeV. The

target is located at y = �1.05 and the positive sign of v1
is defined by the forward positive rapidity region. The
acceptance for all particles covers from midrapidity to
target rapidity. The coverage of pT is from 0.2 to ⇠
2GeV/c, depending on the rest mass of the particle.

The second order event plane is reconstructed from
tracks recorded by the TPC at

p
sNN = 27 and 54.4GeV.

In order to avoid self-correlation and suppress non-flow
e↵ects, the ⌘-subevent plane method [38] is used for the
elliptic flow calculation, in which the ⌘ ranges �1 < ⌘ <

�0.05 and 0.05 < ⌘ < 1 are applied for the two indepen-
dent subevents, separately. At

p
sNN = 3GeV, the first

order event plane is determined with the Event Plane De-
tector (EPD) [39] located on the east side of the STAR
detector system. The v1 and v2 at 3GeV are determined
with the first order event plane. The detailed event plane
resolution is shown in the Supplemental Material. The
final results are corrected for centrality bin width, event
plane resolution, and detector acceptance.

Systematic uncertainties are estimated point-by-point
by varying track selection criteria, and the decay length
of parent and daughter when using the KF Particle
Finder package [37]. At

p
sNN = 3GeV, the leading sys-

tematic source is from particle misidentification by vary-
ing the ionization energy loss dE/dx, estimated to con-
tribute 4.3% (1.5%) to ⇡+ (proton) v1 slopes measure-
ments. An additional, common systematic uncertainty
from event plane resolution is estimated to be 1.4% and
3% for v1 and v2, respectively. Assuming the sources are
uncorrelated, the total systematic uncertainty is obtained
by adding uncertainties mentioned above in quadrature.
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FIG. 2. Rapidity(y) dependence of v1 (top panels) and v2
(bottom panels) of proton and ⇤ baryons (left panels), pi-
ons (middle panels) and kaons (right panels) in 10-40% cen-
trality for the

p
sNN = 3GeV Au+Au collisions. Statisti-

cal and systematic uncertainties are shown as bars and gray
bands, respectively. Some uncertainties are smaller than the
data points. The UrQMD and JAM results are shown as
bands: golden, red and blue bands stand for JAM mean-field,
UrQMD mean-field and UrQMD cascade mode, respectively.
The value of the incompressibility  = 380 MeV is used in
the mean-field option. More detailed model descriptions and
data comparisons can be found in Supplemental Material.

The rapidity dependence of the directed flow v1 and
elliptic flow v2 of identified hadrons from the

p
sNN

= 3GeV Au+Au collisions at 10-40% is presented in
Fig. 2. Due to the acceptance, the results from the
rapidity region �1 < y < 0 are shown. The corre-
sponding pT range for each hadron is shown in the fig-
ure. For comparison, calculations of transport theoreti-
cal model, JET AA Microscopic Transportation Model

JAM: JET AA Microscopic Transportation Model  
UrQMD: Ultra-relativistic Quantum Molecular Dynamics

STAR, arXiv:2108.00908

Y. Nara et al., PRC61, 0249021 (1999) 
S. Bass et al., Prog.Part.Nucl.Phys.41, 255 (1998)

Baryonic mean-fieldを取り入れたモデル計算（JAM、UrQMD）は、定性的に実験データを再現。 
ただし、K+ v2（π v1やΛ v2 なども）は再現できていない。
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１次相転移に敏感な量としてv1は測定されてきた。 
最近は、”even”成分、初期の”tilt”、電磁場の効果、coalescenceの研究がされている。5
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FIG. 2. (Color online) Directed flow slope (dv1/dy) versus
beam energy for intermediate-centrality (10-40%) Au+Au col-
lisions. Panel (a) presents heavy species: Λ, Λ, protons, an-
tiprotons and φ, while panel (b) presents K±, K0

s and π±.
Note that dv1/dy for Λ at

√
sNN = 7.7 GeV is −0.128±0.022

(stat) ±0.026 (sys), which is far below the bottom of the
plotted scale. The φ-meson result at

√
sNN = 62.4 GeV has

a large uncertainty and is not plotted. Panel (c) presents net
protons, net Λs, and net kaons. The bars are statistical er-
rors, while the caps are systematic uncertainties. Data points
are staggered horizontally to improve visibility.

azimuthal anisotropy, and in the limit of small azimuthal
anisotropy coefficients vn, coalescence leads to the vn of
the resulting mesons or baryons being the summed vn of
their constituent quarks [23, 35]. We call this assumption
the coalescence sum rule. NCQ scaling in turn follows
from the coalescence sum rule [23]. Note that no weights
are involved in coalescence sum rule v1 calculations, un-
like the case of v1 for net particles.
Antiprotons and Λs are seen to have similar v1(y), and

it is noteworthy that these species are composed of three
constituent quarks all produced in the collision, as op-
posed to being composed of u or d quarks which could
be either transported from the initial nuclei or produced.
To test the coalescence sum rule in a straightforward case
where all quarks are known to be produced, Fig. 3(a)
compares the observed dv1/dy for Λ(uds) with the calcu-
lation for K−(us) + 1

3
p (uud). This calculation is based
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FIG. 3. (Color online) Directed flow slope (dv1/dy) versus√
sNN for intermediate centralities (10-40%). Panel (a) com-

pares the observed Λ slope with the prediction of the coa-
lescence sum rule for produced quarks. The inset shows the
same comparison where the vertical scale is zoomed-out; this
allows the observed flow for the lowest energy (

√
sNN = 7.7

GeV) to be seen. Panel (b) presents two further sum-rule
tests, based on comparisons with net-Λ measurements. The
solid and dotted lines are smooth curves to guide the eye.

on the coalescence sum rule combined with the assump-
tion that s and s quarks have the same flow, and that u
and d have the same flow. The factor 1

3
arises from as-

suming that all u and d quarks contribute the same flow.
Close agreement is observed at

√
sNN = 11.5 to 200 GeV.

The inset in Fig. 3(a) presents the same comparison, but
with a much coarser vertical scale. The observed sharp
breakdown of agreement at

√
sNN = 7.7 GeV implies

that one or more of the above-mentioned assumptions no
longer hold below 11.5 GeV. A similar decrease in the
produced-quark v2 has been observed in the same energy
region [34, 36].

Next, we turn our attention to the less straightforward
case of coalescence involving u and d quarks. We ex-
pect v1 to be quite different for transported and produced
quarks, which are difficult to distinguish in general. How-
ever, in the limit of low

√
sNN , most u and d quarks are

presumably transported, while in the limit of high
√
sNN ,

most u and d are produced. In Fig. 3(b), we test two coa-
lescence sum rule scenarios which are expected to bracket
the observed dv1/dy for a baryon containing transported
quarks. The fraction of transported quarks among the
constituent quarks of net particles is larger than in par-

STAR, PRL120, 062301 (2018) STAR, SQM2021

”輸送クォーク"と"生成クォーク"に基づくcoalescence sumルール 

ハイパー核を含む原子核のdv1/dy vs. 質量。 
ハイパー核生成プロセスはcoalescenceが支配的。
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FIG. 18. The centrality dependence of Rout, Rside, and Rlong.
Errors are statistical only. Here π+π+ and π−π− pairs in the mo-
mentum range 0.15 < pT < 0.8 GeV/c are used.

geometric size of the initial participant region and the subse-
quent emission region at freezeout.

2. Evolution from oblate to prolate freezeout configuration

Figure 19 shows Rside vs. Rlong for several different data
sets. STAR FXT and BES points use low-kT, π+π+ and
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FIG. 19. Rside vs. Rlong, which measures the
prolateness/oblateness of the pion emitting source when viewed
from beside the beam. HADES [76], ALICE [77], and STAR
[78] points include systematic errors; E895 [65] show statistical
errors only. STAR fixed target data correspond to pion pairs with
⟨kT ⟩ = 0.22 GeV/c from 0–5 % centrality events. The various
centrality, pT, and kT cuts used in the different experiments are
discussed in the text. The grey curve indicates the evolution of the
shape, as the collision energy is increased.

π−π− pion pairs, with ⟨kT⟩ ≈ 0.22 GeV/c. Events are drawn
from the 0–5 % centrality range. The ALICE point also
corresponds to 0–5 % centrality, but a slightly higher ⟨kT⟩
of ≈ 0.26 GeV/c. The E895 points use the cuts discussed
above. The collision energies (

√
sNN ) corresponding to each

experiment are indicated in GeV. The significantly different
acceptance and use of a different frame by E866 [66] affects
the longitudinal radius in a way very different from that for the
sideward. Hence, it makes little sense to include E866 data in a
graph which plots Rside versus Rlong; it is not shown in Fig. 19,
which is a direct comparison of similar measurements over
three orders of magnitude in energy.

A clear evolution in the freezeout shape is indicated in the
figure. Lower energy collisions generally produce more oblate
systems, and the shape of the emission region tends to be-
come more prolate as the collision energy is increased. In this
representation, the evolution follows a “swoosh” systematic,
indicated by the grey curve drawn to guide the eye. This trend
reflects the evolution from stopping-dominated dynamics at
low collision energies, to the approximately longitudinally-
boost-invariant scenario at the highest energies. The STAR
fixed-target point has Rside ≈ Rlong ≈ 4.5 fm, indicating a
source that is approximately round when viewed from the
side, just at the transition point between oblate and prolate
geometry.

3. Comparison to generic expectations due to a first-order phase
transition at RHIC

The femtoscopic radii reported [76] by the HADES col-
laboration are consistent with the oblate shape reported by
E895 at low energy. However, it is clear from Figs. 16 and 19
that the HADES radii are considerably smaller than would be
expected by simple extrapolation of earlier data. The reasons
for this are unclear, and speculation is outside the scope of
this paper. However, there are several experimental system-
atic effects that can shift femtoscopic radii. These include
treatment of Coulomb effects, non-Gaussian shapes of the
underlying correlation function (probed by varying the fitting
range in |q⃗|), and q⃗-dependent particle-identification purity.
In addition, collision centrality definition and single-particle
acceptance can vary slightly from one experiment to the next,
complicating comparisons. Ideally, such effects would be
corrected for, or accounted for as part of the systematic uncer-
tainty; however, subtle effects may persist and may be unique
to a given experimental configuration. Importantly, however,
most of these effects affect Rout, Rside, and Rlong in the same
way. Differences and (especially) ratios of femtoscopic radii
are less susceptible to experiment-specific artifacts.

In the absence of collective flow, the emission timescale
is related [60] to the transverse femtoscopic radii as β2τ 2 =
R2

out − R2
side, where β is the transverse velocity of the emitted

pions. While collective flow complicates the interpretation
[80], an extended emission timescale will increase Rout rel-
ative to Rside. A long emission timescale may arise if the
system equilibrates close to the deconfinement phase bound-
ary and then evolves through a first-order phase transition in
the QCD phase diagram [60,69]. Relativistic hydrodynamic
calculations [59] predict that a QCD first-order phase tran-
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FIG. 20. Top: The difference between the squared transverse
femtoscopic radii are plotted as a function of the collision energy for
central collisions. Bottom: The energy dependence of the ratio of the
transverse radii. The centrality and mT values for the high-statistics
datasets are HADES [76] (0–10 %, 349 MeV/c); STAR fixed target
(this work) (0–10 %, 303 MeV/c); STAR collider [78] (0–10 %, 326
MeV/c). The values for the earlier measurements are E895 [65] (0–
11 %, 330 MeV/c); E866 [66] (0–15 %, 295 MeV/c). Only statistical
errors are indicated, as changing the centrality [58] or transverse
mass selection slightly will affect Rout and Rside similarly; see the
text for a discussion of systematic effects, which can shift STAR
datapoints, together, by ∼5% (∼20%) for Rout/Rside (R2

out − R2
side).

sition should produce a peak in the energy dependence of
Rout/Rside near the QGP creation threshold. Such a peak has
also been suggested [81,82] as a signal of hadronization near
a critical end point in the QCD phase diagram.

The energy dependences of R2
out − R2

side and Rout/Rside are
shown in Fig. 20. Both quantities exhibit a clear peak at√

sNN ≈ 20 GeV, an interesting energy where other observ-
ables [34,83–86] show nontrivial trends with energy. The
earlier E895 and E866 results are consistent with the trend
from STAR and HADES, but their statistical uncertainties are
much too large to resolve a peak of the magnitude observed.
Systematic errors on these quantities are given in Table II
for STAR measurements, both in collider and fixed-target
modes. Importantly, the systematic errors are common for all
STAR points (collider and fixed-target), hence variations in
(for example) the treatment of Coulomb effects will move all
data points similarly, not changing the peak structure.

TABLE II. Systematic error estimates for the quantities plotted
in Fig. 20. First row considers using a 2–12 % selection rather than
a 0–10 % selection. Track-merging cuts, fit-range systematics, and
Coulomb effects are discussed in [57,78].

source δ( Rout
Rside

) δ(R2
out − R2

side )

variation in centrality 1% 8%
50 MeV/c variation in ⟨mT ⟩ 2% 8%
varying fit range in |q⃗| < 1% 10%
varying track-merging cut 4% 10%
treatment of Coulomb effects 1% 6%

First measurements of R2
out − R2

side and Rout/Rside at the
highest energies at RHIC [57,67] were similar to values mea-
sured at lower energies, contrary to some expectations of a
long lifetime [58,87]. This “puzzle” [87] was eventually partly
understood as arising from a number of independent compli-
cations that tend to reduce the extended lifetime signal [88].
Figure 20 suggests two other reasons that the signal was not
observed. Firstly, the energy of collisions at full RHIC energy
(
√

sNN = 200 GeV) may be too high above the threshold
energy for QGP formation; at such high energies, the extended
lifetime signal is predicted to disappear [59]. Secondly, the
early femtoscopic data from E895 and E866 was insufficiently
precise to discern the peak revealed by higher-statistics data.
The STAR low energy measurements address this second is-
sue. Indeed, the entire STAR fixed-target program is crucial
for identifying such energy-dependent trends.

VII. SUMMARY

In this first set of results from fixed-target running at the
STAR experiment, we report that the directed flow (v1) of
protons and " baryons is in line with existing systematics at
higher and lower energy. This is important, as the directed
flow of baryons shows a sign change and a minimum just
above the present beam energy, while the directed flow of
net baryons shows a double sign change [34,37]. This is one
of the most intriguing experimental results from the BES-I
program, as well as one of the most difficult for models to
explain [19–25].

We have also presented the first measurements of az-
imuthal anisotropy of charged pions and neutral kaons at these
energies. Both show directed flow (v1) signals in the direction
opposite to that of the baryons, continuing trends observed
at higher energies. The difference between π+ and π− flow
becomes stronger as the collision energy is reduced, per-
haps signaling isospin or Coulomb dynamics. Interestingly,
within the relatively large statistical uncertainties, the data are
consistent with constituent quark scaling of elliptic flow, an
effect proposed at much higher energies to arise from quark
coalescence in the QGP phase.

Femtoscopic radii with charged pions are consistent with
earlier measurements of energy, transverse mass, and cen-
trality systematics. Collisions at

√
sNN = 4.5 GeV are in the

transition region between dynamics dominated by stopping
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FIG. 20. Top: The difference between the squared transverse
femtoscopic radii are plotted as a function of the collision energy for
central collisions. Bottom: The energy dependence of the ratio of the
transverse radii. The centrality and mT values for the high-statistics
datasets are HADES [76] (0–10 %, 349 MeV/c); STAR fixed target
(this work) (0–10 %, 303 MeV/c); STAR collider [78] (0–10 %, 326
MeV/c). The values for the earlier measurements are E895 [65] (0–
11 %, 330 MeV/c); E866 [66] (0–15 %, 295 MeV/c). Only statistical
errors are indicated, as changing the centrality [58] or transverse
mass selection slightly will affect Rout and Rside similarly; see the
text for a discussion of systematic effects, which can shift STAR
datapoints, together, by ∼5% (∼20%) for Rout/Rside (R2

out − R2
side).

sition should produce a peak in the energy dependence of
Rout/Rside near the QGP creation threshold. Such a peak has
also been suggested [81,82] as a signal of hadronization near
a critical end point in the QCD phase diagram.

The energy dependences of R2
out − R2

side and Rout/Rside are
shown in Fig. 20. Both quantities exhibit a clear peak at√

sNN ≈ 20 GeV, an interesting energy where other observ-
ables [34,83–86] show nontrivial trends with energy. The
earlier E895 and E866 results are consistent with the trend
from STAR and HADES, but their statistical uncertainties are
much too large to resolve a peak of the magnitude observed.
Systematic errors on these quantities are given in Table II
for STAR measurements, both in collider and fixed-target
modes. Importantly, the systematic errors are common for all
STAR points (collider and fixed-target), hence variations in
(for example) the treatment of Coulomb effects will move all
data points similarly, not changing the peak structure.

TABLE II. Systematic error estimates for the quantities plotted
in Fig. 20. First row considers using a 2–12 % selection rather than
a 0–10 % selection. Track-merging cuts, fit-range systematics, and
Coulomb effects are discussed in [57,78].

source δ( Rout
Rside

) δ(R2
out − R2

side )

variation in centrality 1% 8%
50 MeV/c variation in ⟨mT ⟩ 2% 8%
varying fit range in |q⃗| < 1% 10%
varying track-merging cut 4% 10%
treatment of Coulomb effects 1% 6%

First measurements of R2
out − R2

side and Rout/Rside at the
highest energies at RHIC [57,67] were similar to values mea-
sured at lower energies, contrary to some expectations of a
long lifetime [58,87]. This “puzzle” [87] was eventually partly
understood as arising from a number of independent compli-
cations that tend to reduce the extended lifetime signal [88].
Figure 20 suggests two other reasons that the signal was not
observed. Firstly, the energy of collisions at full RHIC energy
(
√

sNN = 200 GeV) may be too high above the threshold
energy for QGP formation; at such high energies, the extended
lifetime signal is predicted to disappear [59]. Secondly, the
early femtoscopic data from E895 and E866 was insufficiently
precise to discern the peak revealed by higher-statistics data.
The STAR low energy measurements address this second is-
sue. Indeed, the entire STAR fixed-target program is crucial
for identifying such energy-dependent trends.

VII. SUMMARY

In this first set of results from fixed-target running at the
STAR experiment, we report that the directed flow (v1) of
protons and " baryons is in line with existing systematics at
higher and lower energy. This is important, as the directed
flow of baryons shows a sign change and a minimum just
above the present beam energy, while the directed flow of
net baryons shows a double sign change [34,37]. This is one
of the most intriguing experimental results from the BES-I
program, as well as one of the most difficult for models to
explain [19–25].

We have also presented the first measurements of az-
imuthal anisotropy of charged pions and neutral kaons at these
energies. Both show directed flow (v1) signals in the direction
opposite to that of the baryons, continuing trends observed
at higher energies. The difference between π+ and π− flow
becomes stronger as the collision energy is reduced, per-
haps signaling isospin or Coulomb dynamics. Interestingly,
within the relatively large statistical uncertainties, the data are
consistent with constituent quark scaling of elliptic flow, an
effect proposed at much higher energies to arise from quark
coalescence in the QGP phase.

Femtoscopic radii with charged pions are consistent with
earlier measurements of energy, transverse mass, and cen-
trality systematics. Collisions at

√
sNN = 4.5 GeV are in the

transition region between dynamics dominated by stopping
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Figure 3: because particles with heavier masses have smaller thermal velocities,
their source volumes are more strongly confined by collective flow. For longitudi-
nal flow (left panel) this results in smaller values of Rlong for particles with higher

mT =
√

m2 + p2
T . For radial flow (right panel) this confines heavier particles

toward the surface, which results in both a reduced volume and an offset ∆r in
the outward direction.

emitting zero-rapidity particles is determined by the distance one can move be-
fore the collective velocity overwhelms the thermal velocity to force the emission
function back to zero. The size can then be expressed as:

Rlong ≈
Vtherm

dv/dz
= Vtherm⟨t⟩. (24)

Whereas Rout/Rside gives information about the suddenness of emission, Rlong

provides insight into the mean time at which emission occurs given an estimate
of the thermal velocity.

For a thermal source with relativistic motion, the thermal velocity along the
beam axis is determined by the temperature and the transverse mass, mT =
√

m2 + p2
T (63). For large mT the thermal velocity in the longitudinal direction

becomes non-relativistic, Vtherm =
√

T/mT , and the source size falls as 1/
√

mT

which is referred to as mT scaling (87). This is illustrated in Figure 3. However,
this assumes all particles are emitted with the same Bjorken time τB and tem-
perature, independent of the transverse mass. because particles with high mT

are probably emitted at lower τB, and because the temperature roughly behaves

at τ−4/3
B , the longitudinal size could fall even more quickly than m−1/2

T .
In a boost invariant expansion, emission is a function of the Bjorken time

τB =
√

t2 − z2, not the time t, and because t =
√

τ2
B + z2, those particles emitted

with small z have a head start. This is sometimes referred to as an inside-
outside cascade. The transverse shape of S(r) is then affected non-trivially by the
expansion along the beam. The resulting correlation function can be calculated
analytically in the case of pure identical-particle correlations (88; 89).

Boost invariance is incorporated into blast-wave models with transverse expan-
sion and assumed for many hydrodynamic models. The finite size of the system

Rlong: ビーム軸方向のHBT半径 
Rout: ペア横運動量方向のHBT半径+粒子放出時間 
Rside: RlongとRoutに直行する方向の半径

20 GeV付近でRout/Rsideのピーク。EOSのsoftest point？ 

4.5 GeVは（π中間子の）放出領域が“oblate”から”prolate”シェイプへ変化する中間点。
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z

z



T. Niida, 重イオン衝突 理論・実験共同研究会

カイラル磁気効果(CME)の探索

 8

~J / (Qe)µ5
~B

CMEは、磁場方向に電流が流れる現象 
(masslessクォーク物質＋カイラリティインバランス＋強磁場)

同重体衝突 Ru+Ru vs. Zr+Zr 

‣ 同じ質量数、異なる電荷 (陽子数) 

‣ Ru+Ruの方が、10-18% 初期磁場が大きい 

‣ ほぼ同じ大きさなので、v2などによるBGが同じで、
CMEシグナルだけ異なる
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based on a finite-range droplet macroscopic model and the folded-Yukawa single-particle microscopic model [116]. The
charge radius of 96

44
Ru, because of its additional protons, is larger than that of 96

40
Zr. The neutron and proton density

parameters are taken to be the same for both R and a, so Ru is larger than Zr. The third set (Case-3) is from recent
calculations based on energy density functional theory (DFT), assuming the nuclei are spherical [85, 113]. The proton
and neutron distributions are both calculated, and the overall size of Ru is found to be smaller than Zr because of a
significantly thicker neutron skin in the latter. The nucleon distributions are found to be well parameterized by the
halo-type WS distributions (i.e. the neutron a parameter is significantly larger than that for the proton) [113].

TABLE II. The Woods-Saxon parameters used in the Glauber simulations for the centrality determination.

Case-1 [83] Case-2 [83] Case-3 [113]
Nucleus R (fm) a (fm) �2 R (fm) a (fm) �2 R (fm) a (fm) �2

96

44Ru 5.085 0.46 0.158 5.085 0.46 0.053 5.067 0.500 0
96

40Zr 5.02 0.46 0.08 5.02 0.46 0.217 4.965 0.556 0

In this analysis we use the simple two-component model for multiparticle production [117]. Several alterna-
tive approaches of multiparticle production have been developed over the years, such as Quark-Glauber [118], IP-
Glasma [119], trento [120] and Shadowed Glauber [121], that improve the two-component model. These approaches
can be investigated in future STAR analyses – for the current work we stick to the two-component nucleon based MC
Glauber model for simplicity. The multiplicity density at a given b, with the corresponding Npart and Ncoll from the
Glauber calculation for each set of the WS parameters, is parameterized by the two-component model [117] as:

NGlauber

trk
= npp [(1� x)Npart/2 + xNcoll] , (6)

where npp is the average pseudorapidity multiplicity density in zero-bias nucleon-nucleon (NN) collisions, and x is the
relative contribution to multiplicity from hard processes. The multiplicity given by Eq. (6) is the average multiplicity.
Multiplicity fluctuations are taken into account in the following way. NGlauber

trk
is considered to be accumulated by

(1� x)Npart/2+ xNcoll (that is rounded to the closest integer) NN collisions. In each NN collision, the multiplicity n
is obtained by convolution of the negative binomial distribution (NBD)

PNBD(npp, k;n) =
�(n+ k)

�(n+ 1)�(k)
· (npp/k)n

(1 + npp/k)n+k
, (7)

where � is the gamma function and the fluctuation parameter k controls the sharpness of the large multiplicity tail
of the NGlauber

trk
distribution.

The Glauber multiplicity distribution obtained in this way is then convolved with a binomial distribution to account
for the tracking ine�ciency and acceptance of the TPC. The net e↵ect depends on the TPC hit occupancy and is
modeled as a linear function in the multiplicity [108]. The final NGlauber

trk
distribution is then fitted to the experimental

No✏ine

trk
distribution, with npp, k, and x as fit parameters. The fit is performed simultaneously for Ru+Ru and Zr+Zr

datasets with the fit parameters forced to be common for both isobars. Since the peripheral collisions are a↵ected by
trigger ine�ciency, the fit range is restricted to No✏ine

trk
> 50.

A simultaneous fit of the No✏ine

trk
distributions for the two isobars is performed for each set of the WS parameters

for 96
44
Ru and 96

40
Zr listed in Table II. The first set of parameters (Case-1) is rejected from further analysis because it

yields the largest �2/ndf among the three scenarios. The fit results for Case-2 and Case-3 are shown in Fig. 2 (left
panels), with similar �2/ndf values. The P (No✏ine

trk
) distributions shown in Fig. 2 for data are normalized by the

number of events. The same is also applied for the Glauber distributions. However, the Glauber distributions are
further scaled by an additional factor equal to the ratio of the integrals from No✏ine

trk
= 50 to 500 taken between the

data and Glauber distributions.
In order to further inform the choice of the WS parameters, the ratio of the experimentally measured No✏ine

trk
distri-

bution for Ru+Ru to the one for Zr+Zr is compared with the same ratio obtained for the MC Glauber calculations.
These ratios are shown in Fig. 2 (right panels). The multiplicity ratio obtained for Case-3 is in a better agreement
with the experimental distribution at No✏ine

trk
> 50, while the ratio for Case-2 deviates from the experimental ratio,

particularly in central collisions. Note that the Case-3 fit ratio does not fully describe the data on the large multiplic-
ity tail and there is room for future improvement. The larger multiplicity in central Ru+Ru than in central Zr+Zr
collisions is due to the smaller

p
hr2i, the root-mean-square (RMS) size (and thus a higher energy density) of the 96

44
Ru

nucleus compared to the 96
40
Zr nucleus, as predicted by DFT [85, 86, 122]. If the radius parameter R is set to be smaller

for Ru in the WS density parameterization of Case-2 (and Case-1), then the high multiplicity tails observed in data
would also be described [86]. However, it would still fail to describe the subtle shape in the intermediate multiplicity
range observed in data [86, 113]. It must be also noted that the non-zero �2 parameter for 96

40
Zr as used by Case-2
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correction factor is determined by making the location of the half-maximum point of the given Vz,tpc bin equal to the
one at �1 < Vz,tpc < 1 cm (the center of the TPC).
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FIG. 2. Distributions of the number of charged particles (No✏ine

trk ) from the TPC in the pseudorapidity acceptance |⌘| < 0.5
in Ru+Ru (upper left panel) and Zr+Zr (lower left panel) collisions. The experimental distributions have been corrected for
variations in the luminosity and the vertex position Vz,tpc, and uncorrected for tracking e�ciency. Fits to the experimental
distributions (gray circles) are performed by the two-component Glauber model using two sets of Woods-Saxon parameters in
Table II (blue crosses for Case-2 and red crosses for Case-3). The Ru+Ru to Zr+Zr ratio of the experimental data, as well
as those of the Glauber model fit for Case-2 and Case-3 are shown in the upper right and lower right panels, respectively.
The Glauber simulation with the Case-3 nuclear density parameters is used for centrality determination as it provides the best
description of the experimental data.

Figure 2 shows the luminosity and Vz,tpc corrected distributions P (No✏ine

trk
) in Ru+Ru and Zr+Zr collisions. The

centrality classes in this analysis are defined by fitting the P (No✏ine

trk
) distributions to those obtained from MC Glauber

simulations [108, 109]. In Glauber simulations, the probability of a collision at a given impact parameter (b) and
the corresponding number of participant nucleons (Npart) and number of binary nucleon-nucleon collisions (Ncoll)
are obtained by MC sampling. The inputs for this calculation are the nuclear thickness function and the inelastic
nucleon-nucleon cross section (�inel

NN
) which is taken to be 42 mb for the current case of

p
sNN = 200 GeV collisions [110].

The nuclear thickness function is the projection of the 3D nuclear density onto the transverse plane (perpendicular
to the z axis). It is obtained by sampling nucleons in the incoming nuclei according to the Woods-Saxon (WS)
distribution defined in the nucleus rest frame with a spherical coordinate system (r is radial position and ✓ is polar
angle) [111]:

⇢(r, ✓) =
⇢0

1 + exp


r�R(1+�2Y 0

2 (✓))
a

� , (5)

where R is the radius parameter, a is the di↵useness parameter of the nuclear surface, �2 is the quadruple deformity

parameter, Y 0
2
(✓) = 1

4

q
5

⇡ (3 cos
2 ✓� 1), and ⇢0 is the normalization factor. Nuclear density distributions of 96

44
Ru and

96
40
Zr are not accurately known [83, 86, 112]. In this work, three sets of WS parameters [83, 113] are investigated. These

sets of parameters are listed in Table II. The first two sets (Case-1 and Case-2) have the same R and a parameters and
di↵erent deformations. The parameters are constrained by e+A scattering experiments [114, 115] and calculations

14

is not compatible with transition measurements and calculations [123, 124]. Based on the above considerations, the
Case-3 WS density parameterization is chosen for our centrality calculations. The fit corresponds to values of MC
Glauber parameters npp = 2.386, k = 3.889, and x = 0.123.

TABLE III. Centrality definition by No✏ine

trk ranges (e�ciency-uncorrected multiplicity in the TPC within |⌘| < 0.5) in Ru+Ru
and Zr+Zr collisions at

p
sNN =200 GeV. The first column is the centrality range labels we use throughout the paper. The

two centrality columns are the actual centrality ranges which are slightly di↵erent because of integer edge cuts used for the
centrality determination. The mean hNo✏ine

trk i values, the mean number of participants (hNparti), and the mean number of
binary collisions (hNcolli) are also listed. The statistical uncertainties on hNo✏ine

trk i are all significantly smaller than 0.01. The
uncertainties on hNparti and hNcolli are systematic.

Centrality Ru+Ru Zr+Zr
label (%) Centrality(%) No✏ine

trk hNo✏ine

trk i hNparti hNcolli Centrality(%) No✏ine

trk hNo✏ine

trk i hNparti hNcolli
0–5 0–5.01 258.–500. 289.32 166.8±0.1 389±10 0–5.00 256.–500. 287.36 165.9±0.1 386±10
5–10 5.01–9.94 216.–258. 236.30 147.5±1.0 323±5 5.00–9.99 213.–256. 233.79 146.5±1.0 317±5
10–20 9.94–19.96 151.–216. 181.76 116.5±0.8 232±3 9.99–20.08 147.–213. 178.19 115.0±0.8 225±3
20–30 19.96–30.08 103.–151. 125.84 83.3±0.5 146±2 20.08–29.95 100.–147. 122.35 81.8±0.4 139±2
30–40 30.08–39.89 69.–103. 85.22 58.8±0.3 89.4±0.9 29.95–40.16 65.–100. 81.62 56.7±0.3 83.3±0.8
40–50 39.89–49.86 44.–69. 55.91 40.0±0.1 53.0±0.5 40.16–50.07 41.–65. 52.41 38.0±0.1 48.0±0.4
50–60 49.86–60.29 26.–44. 34.58 25.8±0.1 29.4±0.2 50.07–59.72 25.–41. 32.66 24.6±0.1 26.9±0.2
60–70 60.29–70.04 15.–26. 20.34 15.83±0.03 15.6±0.1 59.72–70.00 14.–25. 19.34 15.10±0.03 14.3±0.1
70–80 70.04–79.93 8.–15. 11.47 9.34±0.02 8.03±0.04 70.00–80.88 7.–14. 10.48 8.58±0.02 7.12±0.04
20–50 19.96–49.86 44.–151. 89.50 60.9±0.3 96.7±1.0 20.08–50.07 41.–147. 85.68 58.9±0.3 90.3±0.9
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FIG. 3. (Upper) The e�ciency-uncorrected mean multiplicity
⌦
No✏ine

trk

↵
from the TPC within |⌘| < 0.5 as a function of

centrality in Ru+Ru and Zr+Zr collisions. The centrality bins are shifted horizontally for clarity. (Lower) The ratio of
the mean multiplicity in Ru+Ru collisions to that in Zr+Zr collisions in matching centrality. The points include statistical
uncertainties that are within the marker size.

The centrality of an event is defined by the percentile of the total cross section. The integer edge cuts are made
so that the integrals of the No✏ine

trk
distributions would be closest to the 5% or 10% mark. For the 0–20% centrality

interval the experimental data are used for integration, while the MC Glauber distributions are used for the remaining

同じ中心衝突度で~4%程度の粒子多重度の違い。
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FIG. 4. (Left) Elliptic anisotropy v2 measurements using di↵erent methods in isobar collisions at
p
sNN = 200 GeV as a

function of centrality using TPC and EPD detectors. In the upper panels, the solid and open symbols represent measurements
for Ru+Ru and Zr+Zr collisions, respectively. The data points are shifted along the x axis for clarity. The lower panels show
the v2 ratios in Ru+Ru over Zr+Zr collisions. The statistical uncertainties are represented by lines and systematic uncertainties
by boxes. (Right) The same showing measurements for four particle correlations using TPC and EP determined from ZDC.
The data points are shifted horizontally for clarity.

detailed implementations di↵er among the groups with regards to estimation of harmonic flow vectors, re-weighting,
the pseudorapidity gap to reduce non-flow, and correction of non-uniform acceptance. While focusing on various
aspects, four of the five groups have analyzed the ��/v2 observable. Figure 5 compares the ��/v2 measurements
with both the full-event and sub-event methods. The statistical uncertainties are largely correlated among the
groups because the same initial data sample is analyzed; the results are not identical because of the analysis-specific
event selection criteria (see Table.I) and the slightly di↵erent methods. Using the Barlow approach [106], we have
verified that the results from di↵erent groups are consistent within the statistical fluctuations due to those di↵erences.
Moreover, the final conclusion on the observability of the CME is consistent among all five analysis groups.

In addition to the centrality dependence results reported in the following subsections, in order to have the best
statistics, we also quote the final results for the Ru+Ru over Zr+Zr ratio observables for the centrality range of 20–50%.
The choice of this centrality range is determined by two considerations. One is that the mid-central collisions present
the best EP reconstruction resolution as well as the most significant magnetic field strengths (hence the possibly
largest CME signal di↵erence between the isobar species). The other consideration is that the online trigger e�ciency
starts to deteriorate from the 50% centrality mark towards more-peripheral collisions (see Sec. III). A compilation of
results from di↵erent groups is presented in the summary subsection V I.

A. �� measurements with TPC event plane (Group-1)

The flow plane for a specific pseudorapidity range is unknown for each event. In practice, we estimate an nth-

harmonic flow plane with the azimuthal angle ( n) of the flow vector
�!
Qn =

�PN
i wi cos(n�i),

PN
i wi sin(n�i)

�
, where

�i represents the azimuthal angle of a detected particle, and wi is a weight (often set to pT ) to optimize the EP
resolution. For example, the vn measurement with respect to the full TPC EP is denoted by

vn{TPC EP} = hcos(n�� n TPC

n )i . (43)

different non-flow contributions

v2（BG）は~3%程度の違い。
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range. The reason for this choice is because it is certain that the online trigger is fully e�cient for collisions more
central than 20%.

Table III lists the centrality definition and the corresponding
⌦
No✏ine

trk

↵
, hNparti and hNcolli for Ru+Ru and Zr+Zr

collisions at
p
sNN = 200 GeV obtained in this work. Throughout this paper, we label the centralities as in the first

column of Table III. Because of the integer edge cuts in the centrality determination, the actual centrality ranges
are slightly di↵erent, which are also listed in Table III for Ru+Ru and Zr+Zr collisions, respectively. We estimate
systematic uncertainties on hNparti and hNcolli by varying the input parameters (R, a) in the MC Glauber simulation
and by varying npp and x in the two-component model. Figure 3 (upper panel) shows the

⌦
No✏ine

trk

↵
as a function

of centrality in the two isobar collision systems. The Ru+Ru/Zr+Zr ratio of the mean multiplicities is shown in
the lower panel of Fig. 3. The mean multiplicity is larger in Ru+Ru collisions than in Zr+Zr collisions of matching
centrality. Note that the shape of this ratio as a function of centrality can be a↵ected by the inexact matching of
centralities by integer edge cuts on No✏ine

trk
. The shape may also be influenced by other factors that require further

studies.

IV. OBSERVABLES FOR ISOBAR BLIND ANALYSIS

The isobar blind analysis specifically focuses on the following approaches and corresponding observables. The
general strategy is to compare results from the two isobar species to search for a statistically significant di↵erence
in the observables used. The following subsections describe these approaches and corresponding observables which
include: 1) measurements of the second- and higher-order harmonics of the � correlator, 2) di↵erential measurements
of �� (with respect to pseudorapidity gap �⌘ and invariant mass minv) to identify and quantify backgrounds, 3)
exploiting the relative charge separation across spectator and participant planes, and 4) the use of the R observable
to measure charge separation. The first three approaches are based on the aforementioned three-point correlator and
the last employs a di↵erent approach. For each observable/approach, we predefine a set of the CME signatures prior
to the blind analysis, for which a magnitude of high significance must be observed for an a�rmative observation of
the CME.

A. �� and mixed harmonics with second and third order event planes

We rewrite the conventional � correlator (Eq. (2)) with a more specific notation,

�112 = hcos(�↵ + �� � 2 2)i , (8)

where �↵ and �� are the azimuthal angles of particles of interest (POIs) and  2 is the second-order flow plane.
Here, the subscripts “1”,“1” and “2” in �112 refer to the harmonics associated with the �↵, �� and  2, respectively.
In practice, the flow plane is approximated with the EP ( EP) reconstructed with measured particles, and then the
measurement is corrected for the finite EP resolution [125]. The charge-dependent backgrounds in ��112 = �OS

112
��SS

112

can be broadly understood using the example of resonance decays. If resonances from the event exhibit elliptic flow,
their decay daughters could mimic a signal for charge separation across the flow plane with a magnitude proportional
to v2 [36, 49, 51]. Therefore, following Eq. (4), one should study the normalized quantity

��112
v2

, (9)

to account for the trivial scaling expected from a purely background scenario. The flowing-resonance picture can be
generalized to a larger portion of the event, or even the full event, through the mechanisms of transverse momentum
conservation (TMC) [38, 126] and/or local charge conservation (LCC) [51]. In the case of the � correlator this
contribution can be written as

�112 = hcos(�↵ + �� � 2 2)i
= hcos(�↵ � 2) cos(�� � 2)i � hsin(�↵ � 2) sin(�� � 2)i
= (hv1,↵v1,�i+BIN)� (ha1,↵a1,�i+BOUT) . (10)

The CME should dominantly contribute to the ha1,↵a1,�i term. The in-plane hv1,↵v1,�i component represents the
charge separation unrelated to the magnetic field direction, and (BIN �BOUT) denotes the flow-related background.

Ideally, the two-particle correlator,

� = hcos(�↵ � ��)i
= (hv1,↵v1,�i+BIN) + (ha1,↵a1,�i+BOUT) , (11)

�� = �OS

112
� �SS

112
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FIG. 5. Ru+Ru over Zr+Zr ratio of the primary CME-sensitive observable ��/v2 estimated using di↵erent methods and
by independent analysis groups. The vertical lines represent statistical uncertainties while the rectangular boxes represent
systematic uncertainties. The upper panel shows the results using the entire TPC acceptance estimated using event-plane (EP)
and three-particle correlations (3PC) methods without any ⌘ gaps. The lower panel shows the results using a sub-event (SE)
method with gap (�⌘sub) of 0.2. Note the most central data point from Group-4 is for 0–10% centrality. The centrality bins
are shifted horizontally for clarity.

The corresponding �112 correlator is represented by

�112{TPC EP} = hcos(�↵ + �� � 2 TPC

2
)i . (44)

The two-particle � correlator is estimated in the same way as defined in Eq. (11). To account for the detector
non-uniformity, both � and  TPC

2
have been corrected by the shifting method [99], such that they have uniform

distributions.
In this subsection, the POIs (with azimuthal angle represented by � in Eq. (43) or �↵,� in Eq. (44)) are taken

from the TPC acceptance of |⌘| < 1. By default, the full EP over the same ⌘ range is used for the v2 and ��112
measurements, with no ⌘ gap between the EP and the POIs or between the two POIs. For each POI or POI pair,
the full EP is re-estimated by excluding the POI or POI pair to remove self-correlation. This approach yields the
smallest statistical uncertainties, with the largest possible number of POIs and the highest possible EP resolution.
The systematic uncertainties due to the lack of an ⌘ gap are expected to be canceled to a large extent in the ratio
between the two isobar systems, and this idea has been corroborated by the v2 ratios in Fig. 4, and will be further
tested in the following discussions of the results using finite ⌘ gaps.

Figure 6 shows v2{TPC EP} as a function of centrality for Ru+Ru and Zr+Zr collisions at
p
sNN = 200 GeV

in the upper panel, and the ratio of Ru+Ru to Zr+Zr in the lower panel. The v2 ratio averaged over the 20–50%
centrality range is 1.0144±0.0001(stat.)±0.0008(syst.). Given the statistical and systematic uncertainties, this value is
significantly above unity, and we consider two potential origins: (a) the two nuclei could have di↵erent nuclear density
parameters, and (b) non-flow contributions could be di↵erent in the two systems. Scenario (b) can be examined using
the measurements with various ⌘ gaps: the mean value of the v2 ratio becomes 1.0146, 1.0149 and 1.0161 for the
two-particle cumulant method (v2{2} defined in Eq. (45)) with no ⌘ gap, �⌘↵� > 0.05 and �⌘↵� > 0.2, respectively.
Here �⌘↵� is the ⌘ gap between particles ↵ and �. Since the v2 ratio is consistently above unity, we exclude the
non-flow explanation. Therefore, the isobar data indicate that the 96

44
Ru and 96

40
Zr nuclei have di↵erent nuclear density

distributions, yielding a larger eccentricity in Ru+Ru than in Zr+Zr collisions at a given centrality [85]. This results
in the v2 ratio in the lower panel of Fig. 6 being larger than unity.

S. Voloshin, PRC70.057901(2004)

�OS = hcos(90� 90 + 0)i = +1

�SS = hcos(90 + 90 + 0)i = �1
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粒子が反応平面から±９０度方向に放出すると

(��/v2)Ru+Ru

(��/v2)Zr+Zr
> 1
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Predefined CME signature:

事前に定義したCMEシグナルは観測されず。 
ベースライン（ratio=1からのずれ）を理解する必要ある。
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FIG. 27. Compilation of post-blinding results. This figure is largely the same as Fig. 26 with the following di↵erences: numerical
changes in the results from the new run-by-run QA algorithm are treated as an additional systematic uncertainty added in
quadrature, and two data points (open markers) have been added on the right to indicate the ratio of inverse multiplicities
(No✏ine

trk ) and the ratio of relative pair multiplicity di↵erence (r) as explained in the text.

VI. POST BLINDING

During the second step of our analysis (the isobar blind analysis) a potential issue was identified related to the
predefined criteria of the QA algorithm (as described in Sec. IID). The condition of being within five times the
weighted error or one percent of the variation of the local mean may be too relaxed to identify all the boundaries of
stable run periods and outlier runs in some QA variables. When combining the identified run mini-regions, a new
algorithm is implemented by 1) removing the “within one percent of the variation of the local mean” condition, and 2)
adding a tolerance of “within 2-RMS di↵erence”, which seems to be more e↵ective for some QA variables such as Nfits.
This new algorithm is again executed in the final step of isobar unblind analysis (Step-3) and all the results using
this algorithm are presented in this post-blinding section. No qualitative changes are observed in the final quantities.
The numerical changes in the results from this new run-by-run QA algorithm are treated as an additional systematic
uncertainty to update Fig.26 and obtain Fig. 27.

Two additional data points are included on Fig. 27 for the following reasons. Most ratio quantities shown in Fig. 26
or Fig.27 have magnitudes that are below unity with high significance, whereas in a purely non-CME scenario with
controlled backgrounds, the expectation is that these quantities should be consistent with unity. The reason for these
ratios being less than unity is, in part, due to the multiplicity di↵erence in the two isobar systems. As documented in
Table III, the multiplicity distributions are di↵erent for the two isobar species to the extent that in bins of matching
centrality, the mean multiplicity is around 4% lower for mid-central Zr+Zr than for mid-central Ru+Ru collisions.
The measured magnitudes of most observables, such as �� and ��, decrease with increasing multiplicity because of
the trivial multiplicity dilution for these per-pair quantities. Therefore, the corresponding ratios of these observables
between the two isobar systems will become larger, if taken in bins of matching multiplicity. Under the approximation
that background to�� is caused by flowing clusters with the properties of the clusters staying the same and the number
of clusters scaling with multiplicity, the value of �� scales with the inverse of multiplicity [20], i.e. N�� / v2 with
the proportionality presumably equal between the two isobars. Because of this, it may be considered that the proper
baseline for the ratio of ��/v2 between the two isobars is the ratio of the inverse multiplicities of the two systems.
Analysis with respect to this baseline is not documented in the pre-blinding procedures of this blind analysis, so is
not reported as part of the blind analysis. We include this inverse multiplicity ratio as the right-most point in Fig. 27.

It is interesting to note that ordering among the quantities in their magnitudes is observed in Figs. 26 and 27. The
��/v2 ratio has a smaller magnitude than the  and k ratios. This is consistent with the multiplicity ratio baseline
for the former as discussed above and the fact that the trivial multiplicity dependence cancels in the latter so its
baseline would be unity. On the other hand, the R-variable inverse width 1/�R 2

ratio is larger than the ��/v2 ratio.
This di↵erence is expected to be driven by: 1) di↵erent pT ranges used for the two quantities, 2) di↵erence in the
multiplicity dependence (see, e.g., Ref. [81]), and 3) di↵erence in the non-flow contributions. The scaling relations
extracted in Ref. [81] indicate an approximate relation between 1/�2

R 2
, multiplicity N and ��, which would imply

compilation of all results predefined CME signature: ratio>1

STARは５グループによるブラインド解析により、アイソバーにおける
CME探索を行ったが、”事前定義”したCMEシグナルは見えなかった。 

粒子多重度の微妙な違いによって、ベースラインの変化（Ratioが１以
下）が見られるので、その理解に向けて現在調査中。
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FIG. 3. Global hyperon polarization as a function of
p
sNN

in mid-central heavy-ion collisions. The trend of increasing
PH with decreasing

p
sNN is maintained at the low energy

of
p
sNN = 3 GeV. Statistical uncertainties are represented

with lines while systematic uncertainties are represented with
boxes. Previous experimental results[9–11, 17] are scaled[5]
using the currently-accepted[31] decay parameter ↵⇤ = 0.732.
Calculations with a hybrid model (UrQMD+vHLLE)[22] and
chiral-kinetic transport[21] are compared to the higher-

p
sNN

data only, while others have been extended to lower energy.
The AMPT model[20] matches higher-energy data well while
dramatically underestimating P⇤ at

p
sNN = 3 GeV. The

hydrodynamic 3FD model[40] with two separate equations
of state (crossover and first-order phase transition) predict
a sharply rising P⇤ below

p
sNN = 7.7 GeV. Results of ~!th

scaled by 0.5 using the hadronic transport model UrQMD[18]
are also shown; although this is oversimplifying freezeout, it
sets a scale on what to expect from such a model. The models
shown use an impact parameter of 8 fm.

tion of orbital and spin degrees of freedom is assumed[42],
so that locally ~P⇤ = 1

2~!th, where ~!th is the thermal
vorticity[7]. For the hydrodynamic 3FD calculation, ~!th

is calculated directly from the local flow and tempera-
ture distributions. In the AMPT calculations, the ther-
mal vorticity is calculated in coarse-grained “cells” from
particle ensembles[14].

Polarizations predicted by 3FD calculations de-
pend on the range of hydrodynamic rapidity yh ⌘

ln [(u0 + uz) / (u0 � uz)] of the fluid contributing to the
⇤ hyperons[43]. The shaded band representing the 3FD
model in Fig. 3 corresponds to varying the selection be-
tween |yh| < 0.35 and |yh| < 0.6. Calculations were
performed using one equation of state in which the de-
confinement transition is characterized as first order and
using another assuming a crossover transition; the result-
ing di↵erence in polarization between these two methods
is much smaller than the width of the band.

We find that the hadronic transport calculation cov-
ering lower collision energies[18], which disagrees with

STAR Au+Au,
p
sNN = 3 GeV

pT > 0.7 GeV/c, �0.2 < y < 1
↵⇤ = 0.732
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FIG. 4. The centrality dependence of P⇤ is compared
with hadronic and partonic transport[20], and three-fluid
hydrodynamic[40] calculations at impact parameters of 8 fm.
Statistical uncertainties are represented with lines while sys-
tematic uncertainties are represented with boxes.

measurements at collision energies
p
sNN � 7.7 GeV,

reproduces the measurement well at
p
sNN = 3 GeV.

Meanwhile, the 3FD calculation[40], which agrees well
with the higher-energy data, overshoots the measure-
ment at

p
sNN = 3 GeV by ⇠ 30%. The partonic-

transport calculation[20], which reproduces the measure-
ments quite well at

p
sNN � 7.7 GeV, dramatically un-

derestimates P⇤ at
p
sNN = 3 GeV; the model was

tuned for very low collision energy and therefore di↵ers
from previous calculations using the same model at larger
p
sNN[14, 44, 45]. The freezeout in UrQMD has been sim-

plified such that we take P⇤ as half the vorticity, and the
di↵erence between the 3FD prediction and our measure-
ment at

p
sNN = 3 GeV is not large compared to their

uncertainties. Still, this may suggest that the vortical
flow structure is sensitive to the nature of the system,
which is expected to be a highly viscous hadronic gas at
low energy and evolve more hydrodynamically at higher
energy[46]. At a more general level than ⇠ 1� discrepan-
cies, the observation of large polarization demonstrates
that the hadron gas supports enormous vorticity at low
collision energies.

As seen in Fig. 4, we observe larger hyperon polariza-
tion for more peripheral collisions, consistent with the
increased global angular momentum in the system[47].
This expectation is borne out by the 3FD calculations
as well as the hadronic and partonic transport calcu-
lations, though the overall scale of the latter is much
lower than the data. A similar dependence of P⇤ was
observed in collisions at two orders of magnitude higher
energy,

p
sNN = 200 GeV[17]. In Fig. 5, P⇤ is seen to

be independent of transverse momentum, within uncer-
tainties, similar to the lack of dependence seen in top-
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グローバル偏極は理論予測通り、3 GeV付近で最大値をとりそう。 
Ξ(spin-1/2)やΩ(spin-3/2)の偏極測定が出始めている。 
今の所、（初期磁場による）粒子・反粒子に違いはない。

STAR, PRL126, 162301 (2021)STAR, arXiv:2108.00044
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FIG. 9. (Color online) The azimuthal angle dependence of ⇤ and
⇤̄ polarization in rapidity region |Y | < 1 for Au + Au collisions at
19.6, 62.4, and 200 GeV. The experimental data [6] is also shown.

Next, let us focus on the question: What is the specific
hadronic observable for the smoke-loop vortical structure at
finite spacetime rapidity? The rapidity odd feature of such
a vortical structure suggests that the polarization weighted by
the rapidity will be a good observable; such an idea was exam-
ined in Ref. [26] and indeed, they found that the rapidity-sign
weighted polarization is very large and has mild collision en-
ergy dependence. We here propose another observable for the
smoke-loop type vortical structure, that is the spin harmonic
coefficients at finite rapidity.

Recall that the charged particle distribution can be de-
composed into different harmonic components as in Eq. (1)
in which the harmonic coefficients reflect the response of
the final-state momentum-space distribution to the initial
anisotropy in coordinate space. Similarly, we can expect that
the anisotropy in the vortical structure of the early or interme-
diate stage fluid can be reflected in the harmonic coefficients
of the spin-polarization observable as given in

Py(Y,�) =
1

2⇡
Py(Y ){1 + 2

1X

n=1

fn cos[n(�� �n)]},(10)

where �n defines the nth harmonic plane for spin and the cor-
responding harmonic coefficient is fn. In real experiments
and also in numerical simulations, the harmonic plane �n

would suffer from strong fluctuation as the numbers of ⇤ and
⇤̄ (or other hadrons whose spin polarization can be measured)
are small. Thus in the following simulation we will use  n as
defined in Eq. (1) to replace �n. In other words, we will study
the harmonic flows of spin with respect to the harmonic plane
determined by the distribution of charged hadrons. Thus we
will calculate fn by using

fn(Y ) =

R
d� cos[n(�� n)]Py(Y,�)R

d�Py(Y,�)
. (11)

The results for the first two harmonics, f1 and f2, are shown
in Fig. 10. The directed flow of spin, f1, which is induced by
the vorticity owning to collective expansion, is odd in rapid-
ity and peaks at finite rapidity in accordance with Fig. 8. It
is sensitive to the collision energy as the azimuthal distribu-
tion at finite rapidity, as shown in Fig. 8, is. The measurement
of the slope of f1(Y ) versus rapidity at Y = 0 may provide

further constraint to the equation of state of the hot medium,
especially the vortical susceptibility of the hot medium [58].
The elliptic flow of spin, f2, is even in rapidity. It is negative,
in consistence with our numerical result in Fig. 9; However,
one should be noticed that the experimental data shows a op-
posite trend for the � dependence of Py in mid-rapidity region
which should result in a positive f2. Again, this discrepancy
will be examined in future works.

FIG. 10. (Color online) The directed and elliptic spin harmonic coef-
ficients, f1 and f2, versus rapidity for Au + Au collisions with fixed
impact parameter b = 9 fm for

p
s from 19.6 - 200 GeV.

V. DISCUSSIONS

In this paper, we have systematically studied the event-by-
event generation of the thermal vorticity in Au + Au collisions
at different collisions energies. The thermal vorticity can have
different sources among which the primary ones are the global
OAM of the colliding system and the collective expansion of
the fire ball. The former can give the global spin polariza-
tion of ⇤ and ⇤̄ hyperons in the OAM direction in the mid-
rapidity region and our numerical simulation can explain the
experimental data quite well. The latter can lead to intriguing
smoke-loop type vortical structure at finite spacetime rapidity
which can drive a vortical quadrupole in the reaction plane.
We propose to use the spin harmonic flows, especially the first
and second order spin harmonics to detect such a quardrupolar
vortical configuration.

However, it should be noted that there exist evident dis-
crepancy between the theoretical results and the experimental
data. For example, the azimuthal distribution of either the lon-
gitudinal spin polarization or the polarization along the OAM
direction at the mid-rapidity region has opposite trend in the-
oretical results comparing to the recent experimental data [6].
Another example is that the spin-alignment measurement of
the vector mesons � and K

⇤0 also show features that is in
contradiction to the theoretical predictions [8, 35, 36]. These
puzzles indicate that our current understanding of the spin po-
larization mechanism and also the possible background effects
may need careful reexamination. We will report our studies
concerning these puzzles in future.

Acknowledgments.— We thank F. Becattini, H. Li, A.
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Centrality dependence of PH
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measured experimentally. Such an analysis is statistics hungry, and is not fea-
sible with currently available data. With events that are expected to be taken
in 2023-2025, this measurement becomes within experimental reach.

In Fig 1 we present the projected errors of ⇢00 for J/ for various central-
ities, while central values for J/ are set to be 1/3. Note that for the J/ 
measurement, STAR can implement High Tower (HT) triggers with the Barrel
Electromagnetic Calorimeter, like what was done in the past. These triggers will
select an enhanced sample and let STAR take advantage of high luminosity in
2023-2025, even though STAR’s overall DAQ rate is limited. In the estimation
of error, we have assumed that a similar DAQ bandwidth (⇠ 90 Hz) would be
allocated for the J/ data stream as was allocated in the year 2016 and 2011.
What is also shown are preliminary results of ⇢00 for � and K�0, along with
the projected error with an extra ⇠ 10B MB events. It is important to note
that, with extra statistics, the finite global spin alignment of K�0 can be firmly
established and studied di�erentially (currently the integrated significance for
K�0 is at the level of ⇠ 4�).
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Figure 1: ⇢00 as a function of centrality, with projected errors based on ⇠
10 billion events. The central values for J/ are set to be at 1/3 (no spin
alignment), where for � and K�0, the central values for future measurements
are set to be their corresponding values in current preliminary analyses.

The di�erential study of global spin alignment of � and K�0 will also benefit
significantly from extra statistics. At large transverse momentum and forward
rapidity, an anti-quark that combines with an initial polarized quark is created
in the fragmentation process and may carry the information of the initial quark.
This implies that the polarization of anti-quark can be correlated to that of the

2
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η

Figure 54: (Left) Projections (along with preliminary data) for differential measurements of ⇤(⇤̄
polarization over the extend range of pseudorapidity with the iTPC and FTS detectors of STAR
that will help resolve tension between different theoretical model predictions (shown by curves) of
polarization with ⌘. In addition, projections for the measurements of spin-1/2 ⌅ and spin-3/2 ⌦
particles are also shown. (Right) Spin alignment co-efficient ⇢00 as a function of centrality, with
projected errors based on ⇠ 10 billion events. The enhanced statistics Run-23, combined with
the excellent dilepton capabilities of STAR, will enable us to measure J/ alignment along with
increasing the significance of the � and K⇤0 measurements.

of QCD that predict the rapidity (or Bjorken-x) dependence of valance quark and gluon1823

distributions inside colliding nuclei that has been demonstrated by theoretical calculations1824

in Ref. [203,212].1825

Pseudorapidity dependence of global hyperon polarization: The global polariza-1826

tion of hyperons produced in Au+Au collisions has been observed by STAR [20]. The origin1827

of such a phenomenon has hitherto been not fully understood. Several outstanding questions1828

remain. How exactly is the global vorticity dynamically transferred to the fluid-like medium1829

on the rapid time scales of collisions? Then, how does the local thermal vorticity of the1830

fluid gets transferred to the spin angular momentum of the produced particles during the1831

process of hadronization and decay? In order to address these questions one may consider1832

measurement of the polarization of different particles that are produced in different spatial1833

parts of the system, or at different times. A concrete proposal is to: 1) measure the ⇤(⇤̄)1834

polarization as a function of pseudorapidity and 2) measure it for different particles such1835

as ⌦ and ⌅. Both are limited by the current acceptance and statistics available. However,1836

as shown in Fig. 54 with the addition of the iTPC and FTS, and with high statistics data1837

from Run-23 it will be possible to perform such measurements with a reasonable significance.1838

iTPC (+TPC) has excellent PID capability to measure all these hyperons. Although the1839

FTS has no PID capability we can do combinatorial reconstruction of ⇤(⇤̄ candidates via1840

displaced vertices. A similar analysis was performed and published by STAR using the pre-1841

vious FTPC [213]. In order to make a conservative projection we assume similar momentum1842

resolution of 10 � 20% for single charged tracks, similar overall tracking efficiency, charge1843
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FIG. 6. Azimuthal distribution of (a) P−y and (b) ⟨cos(θ∗
p)⟩sub in 200A and 19.6A GeV Au + Au collisions at 20–50% centrality. In panel

(b), the calculated Pz is scaled by a factor of 0.33 to make the comparison more explicit. The STAR data are taken from Refs. [6,8].

has been described in Sec. II A. For the AMPT initial con-
dition without initial flow, we directly set u x(τ0) = u y(τ0) =
u ηs (τ0) = 0 and obtain the initial energy density as described
in Ref. [61]. The initial flow directly influences the initial
angular momentum of the created QGP fireball. When it is
turned off, the vorticity of the initial fluid reduces to almost
zero value. Correspondingly, the final global polarization Py
almost vanishes, as demonstrated in Fig. 7(b). (Note that we
rescaled the result of Py without initial flow by a factor of 5 to
make it visible.)

It is generally believed that the longitudinal polarization
Pz is directly associated with the anisotropic transverse ex-
pansion of the systems but is insensitive to the initial angular
momentum [26]. This is confirmed by our AMPT + MU-
SICMUSIC calculations with and without initial flow, which

FIG. 7. The distribution of Py and Pz at midrapidity in the trans-
verse px-py plane in 19.6A GeV Au + Au collisions, calculated with
AMPT + MUSIC with and without initial flow.

demonstrate that Pz has a similar structure in these two com-
parison runs, as shown by the lower panels of Fig. 7. This
also means that the longitudinal vorticity Pz mainly probes
the vortical structure developed during the hydrodynamic
evolution.

Note that, according to Eqs. (6)–(10), the longitudinal com-
ponent Pz is contributed by three parts:

Pz(p) ∼ ptϖxy + pxϖty − pyϖtx. (12)

The first term is related to the nonrelativistic vorticity ωz ∼
(∇ × v)z, which arises when the system expands anisotrop-
ically. The second and third terms are relativistic effects
and can be considered as Thomas precession ωz

Tho ∼ (p ×
a)z/m (taking into account the fact that for nearly ideal fluid
a ≈ −T −1∇T ), with a being the acceleration of the fluid.
Figure 8 shows that the contributions from the last two terms
are much bigger than the contribution from the first term,
which indicates that the spin “sign problem” is possibly a rel-
ativistic effect. Such analysis works for all the hydrodynamic
or transport calculations of Pz based on the spin Cooper-Frye
formula with thermal vorticity as the spin chemical potential.
Similar analysis was also discussed in Ref. [89]. The discrep-
ancy between the theoretical calculations based on the spin
Cooper-Frye formula and the experimental data is still not
fully understood. Some attempts to resolve such a problem
can be found in Refs. [27–32].

IV. SUMMARY

In this paper, we used MUSIC viscous hydrodynamics with
the AMPT preequilibrium dynamics to study the hyperon
spin polarization in relativistic heavy-ion collisions. With a
UrQMD hadron cascade afterburner, this hybrid model can
nicely describe various soft hadron observables at the energies
available at the RHIC-BES, such as the rapidity distribu-
tion of all charged hadrons, transverse momentum spectra,
and differential elliptic flows of identified hadrons; see
Appendix A for the details. To study the spin polarization of
hyperons, we implemented the spin Cooper-Frye formula that
associates the momentum-space distribution of the hyperon

024903-7

ビーム軸方向の局所渦

differentialな測定を見ると、多くのモデルが実験データを再現できていない。 
局所渦に関しては、BWモデルは定量的に再現している。今も議論が続いている。

AMPT-IC + MUSIC hydro 
B. Fu et al., PRC103, 024903 (2021)
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“z-component” of polarization: Pz
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- STAR data indeed show such a longitudinal polarization Pz  
depending on azimuthal angle (sine function)

- Polarization along the beam direction expected  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FIG. 2. (Color online) ⟨cos θ∗p⟩ of Λ and Λ̄ hyperons as a func-
tion of azimuthal angle φ relative to the second-order event
plane Ψ2 for 20%-60% centrality bin in Au+Au collisions at√
s
NN

= 200 GeV. Open boxes show the systematic uncer-

tainties and ⟨⟩sub denotes the subtraction of the acceptance
effect (see text). Solid lines show the fit with the sine function
shown inside the figure. Note that the data are not corrected
for the event plane resolution.

and 0.5 < η < 1) for Ψ2 determination (< 11%), and
estimates of the possible background contribution to the
signal (4.3%). The numbers are for mid-central colli-
sions. Also the uncertainty from the decay parameter is
accounted for (2% for Λ and 9.6% for Λ̄, see Ref. [11] for
the detail). We further studied the effect of a possible
self-correlation between the particles used for the Λ (Λ̄)
reconstruction and the event plane by explicitly removing
the daughter particles from the event plane calculation
in Eq. (2). There was no significant difference between
the results. The Λ and Λ̄ reconstruction efficiencies were
estimated using GEANT [28] simulations of the STAR
detector [19]. The correction is found to lower mean val-
ues of the Pz sine coefficient by ∼10% in peripheral col-
lisions and increases up to ∼50% in central collisions,
although the variations are within statistical uncertain-
ties. No significant difference was observed between Λ
and Λ̄ as expected. Therefore, results from both samples
were combined to reduce statistical uncertainties.
Figure 3 presents the centrality dependence of the sec-

ond Fourier sine coefficient ⟨Pz sin(2φ − 2Ψ2)⟩. The in-
crease of the signal with decreasing centrality is likely
due to increasing elliptic flow contributions in peripheral
collisions. We note that, unlike elliptic flow, the polariza-
tion does disappear in the most central collisions, where
the elliptic flow is still significant due to initial density
fluctuations. Because of large uncertainties in periph-
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FIG. 3. (Color online) The second Fourier sine coefficient
of the polarization of Λ and Λ̄ along the beam direction as
a function of the collision centrality in Au+Au collisions at√
s
NN

= 200 GeV. Open boxes show the systematic uncer-
tainties. Dotted line shows the AMPT calculation [27] scaled
by 0.2 (no pT selection). Solid and dot-dashed lines with the
bands show the blast-wave (BW) model calculation for pT = 1
GeV/c with Λ mass (see text for details).

eral collisions, it is not clear whether the signal continues
to increase or levels off. The results are compared to a
multiphase transport (AMPT) model [27] as shown with
the dotted line. The AMPT model predicts the opposite
phase of the modulations and overestimates the magni-
tude. The blast-wave model study is discussed later.

Since the elliptic flow also depends on pT as well as on
the centrality, the polarization may have pT dependence.
Figure 4 shows the sine coefficients of Pz as a function
of the hyperon transverse momentum. No significant pT
dependence is observed for pT > 1 GeV/c, and the statis-
tical precision of the single data point for pT < 1 GeV/c
is not enough to allow for definitive conclusions about the
low pT dependence. In the hydrodynamic model calcula-
tion [14], the sine coefficient of Pz increases in magnitude
with pT but shows the opposite sign to the data.

As shown in Figs. 3 and 4, the hydrodynamic and
AMPT models predict the opposite sign in the sine co-
efficient of the polarization and their magnitudes differ
from the data roughly by a factor of 5. The reason of
this sign difference is under discussion in the community.
However, the sign change may be due to the relation
between azimuthal anisotropy and spatial anisotropy at
freeze-out [13]. There could be contributions from the
kinematic vorticity originating from the elliptic flow as
well as from the temporal gradient of temperatures at
the time of hadronization [14]. A recent calculation us-

Pz / hcos ✓⇤pi
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In Fig. 2, pion and proton v1ðyÞ are plotted together with
five model calculations, namely, RQMD [12], UrQMD
[28], AMPT [29], QGSM with parton recombination
[30], and slopes from an ideal hydrodynamic calculation
with a tilted source [11]. The model calculations are per-
formed in the same pT acceptance and centrality as the
data. The RQMD and AMPT model calculations predict
the wrong sign and wrong magnitude of pion v1ðyÞ, re-
spectively, while the RQMD and the UrQMD model cal-
culations predict the wrong magnitude of proton v1ðyÞ. For
models other than QGSM, which has the calculation only
for pions, none of them can describe v1ðyÞ for pions and
protons simultaneously.

In Fig. 3, the slope ofv1ðyÞ atmidrapidity is presented as a
function of centrality for protons, antiprotons, and charged
pions. In general, themagnitude of thev1ðyÞ slope converges
to zero as expected for most central collisions. Proton and
antiproton v1ðyÞ slopes are more or less consistent in
30%–80%centrality rangebut diverge in5%–30%centrality.
In addition, two observations are noteworthy: (i) the hydro-
dynamic model with tilted source (which is a characteristic
of antiflow) as currently implemented does not predict the

difference in v1ðyÞ between particle species [31]; (ii) if the
difference between v1 of protons and antiprotons is caused
by antiflow alone, then such difference is expected to be
accompanied by strongly negative v1 slopes. In data, the
large difference between proton and antiproton v1 slopes is
seen in the 5%–30%centrality range,while strongly negative
v1 slopes are found for protons, antiprotons, and charged
pions in a different centrality range (30%–80%). Both ob-
servations suggest that additional mechanisms than that
assumed in [11,31] are needed to explain the centrality
dependence of the difference between the v1ðyÞ slopes of
protons and antiprotons.
The excitation function of proton v1ðy0Þ slope

F (¼ dv1=dy
0 at midrapidity) is presented in Fig. 4. Values

for F are extracted via a polynomial fit of the form Fy0 þ
Cy03, where y0 ¼ y=ybeam for which spectators are normal-
ized at % 1. The proton v1ðy0Þ slope decreases rapidly with
increasing energy, reaching zero around

ffiffiffiffiffiffiffiffi
sNN

p ¼ 9 GeV. Its
sign changes to negative as shown by the data point atffiffiffiffiffiffiffiffi
sNN

p ¼ 17 GeV, measured by the NA49 experiment [15].
A similar trend has been observed at low energies with a
slightly different quantity dhpxi=dy0 [32,33]. The energy
dependence of the v1ðy0Þ slope for protons is driven by two
factors: (i) the increase in the number of produced protons
over transported protons with increasing energy, and (ii) the
v1 of both produced and transported protons at different
energies. The negative v1ðy0Þ slope for protons around
midrapidity at SPS energies cannot be explained by transport
model calculations like UrQMD [34] and AMPT [29], but
is predicted by hydrodynamics calculations [8,9]. The
present data indicate that the proton v1 slope remains close
to zero at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV as observed at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 9 GeV
and

ffiffiffiffiffiffiffiffi
sNN

p ¼ 17 GeV heavy ion collisions. Our measure-
ment offers a unique check of the validity of a tilted expan-
sion at RHIC top energy.
In summary, STAR’s measurements of directed flow of

pions, kaons, protons, and antiprotons for Au þ Au colli-
sions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV are presented. In the range of
10%–70% central collisions, v1ðyÞ slopes of pions, kaons
(K0

S), and antiprotons are found to be mostly negative at
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FIG. 2 (color). Model calculations of pion (left panel) and proton
(right panel) v1ðyÞ for 10%–70% Au þ Au collisions at
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p ¼
200 GeV. TheQGSM*model presents the basic quark-gluon string
model with parton recombination [30]. The hydro* model presents
the hydrodynamic expansion from a tilted source [11].
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v1 has been extensively measured as functions of system  
size, collision energy, and particle species… 

None of models reproduce all the data quantitatively!

For intermediate-centrality collisions, the proton slope
decreases with increasing energy and changes sign from
positive to negative between 7.7 and 11.5 GeV, shows a
minimum between 11.5 and 19.6 GeV, and remains small
and negative up to 200 GeV, while the pion and antiproton
slopes are negative at all measured energies. In contrast,
there is no hint of the observed nonmonotonic behavior for
protons in the well-tested UrQMD model. Isse et al., in a
transportmodel study incorporating amomentum-dependent
mean field, report qualitative reproduction [40] of proton
directed flow fromE895 [17] and NA49 [18] (see Fig. 3), but
this model yields a positive dv1=dy at all beam energies
studied (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 17.2, 8.8 GeV and below).
The energy dependence of proton dv1=dy involves an

interplay between the directed flow of protons associated
with baryon number transported from the initial beam
rapidity to the vicinity of midrapidity, and the directed flow
of protons from particle-antiparticle pairs produced near
midrapidity. The importance of the second mechanism
increases strongly with beam energy. A means to distin-
guish between the two mechanisms would thus be

informative. We define the slope Fnet-p based on expressing
the rapidity dependence of directed flow for all protons as
½v1ðyÞ%p¼ rðyÞ½v1ðyÞ%p̄þ½1−rðyÞ%½v1ðyÞ%net-p, where rðyÞ
is the observed rapidity dependence of the ratio of

-0.02

0

0.02

39 GeV

-0.02

0

0.02

1v

27 GeV

-0.02

0

0.02

19.6 GeV

-0.02

0

0.02

11.5 GeV 

-1 -0.5 0 0.5 1
-0.02

0

0.02

-1 -0.5 0 0.5 1
7.7 GeV

-0.02

0

0.02

1 0 5 0 0 5 1

62.4 GeV 

-0.02

0

0.02 p
p

1 0 5 0 0 5 1

200 GeV 

+π-π

y

FIG. 2 (color online). Proton and antiproton v1ðyÞ (left panels)
and π' v1ðyÞ (right panels) for intermediate-centrality
(10%–40%) Au+Au collisions at 200, 62.4, 39, 27, 19.6, 11.5,
and 7.7 GeV. The plotted errors are statistical only.
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siderably lower than in Au þ Au [23]. Unlike v2=!, the
ratio of the elliptic flow to the system initial eccentricity,
which scales with the particle density in the transverse
plane ð1=SÞdNch=dy [24] (also interpreted to be the mid-
rapidity area density [25] or the system length [26]), v1ð"Þ
at a given centrality is found to be independent of the
system size, and varies only with the incident energy.
The different scalings for v2=! and v1 might arise from
the way in which they are developed: to produce v2, many
momentum exchanges among particles must occur (and the
number of momentum exchanges is related to the partici-
pant density and the dimensions of the system), while to
produce v1, an important feature of the collision process is
that different rapidity losses need to occur (related to the
incident energy) for particles at different distances from the
center of the participant zone [22].

The hybrid transport model AMPT (a multiphase trans-
port model) [27] lies consistently below the measured data,
as evident from Fig. 3. STAR’s prior v1 study [11] in Au þ
Au at 62 GeV also showed this trend for AMPT and other
transport models. It is noteworthy that AMPT does not
exhibit the observed pattern of system-size independence.
UrQMD (ultrarelativistic quantum molecular dynamics)
[28] (not shown here) is similar to AMPT in exhibiting a
significant change in v1 between Au þ Au and Cu þ Cu .

Further scaling behavior is seen by transforming the data
presented in Fig. 3 into the projectile frame (see Fig. 5),
where zero on the horizontal axis corresponds to the beam
rapidity, ybeam, for each of the collision energies. Within

three units from ybeam, most data points lie on a universal
curve for v1 versus " $ ybeam. This incident-energy scal-
ing of directed flow has previously been reported for Au þ
Au [11,18], and it is now evident that the limiting frag-
mentation hypothesis [29] holds even for much lighter
collision systems like Cu þ Cu . AMPT adheres less
closely to limiting fragmentation for Cu þ Cu . Note that
the quantity " $ ybeam introduces some uncertainty due to
the use of " instead of rapidity; the latter requires particle
identification. The system-size independence at a given
fractional cross section and longitudinal scaling of scaled
multiplicity distributions, dNch=d"=ðNpart=2Þ, have been

previously reported by the PHOBOS Collaboration [30].
In summary, we have presented measurements of

charged-particle directed flow as a function of pt, ", and
centrality in Au þ Au and Cu þ Cu collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
200 and 62.4 GeV. The observed trend of decreasing v1

with increasing beam energy agrees with models. The lack
of system-size dependence in v1 for Au þ Au and Cu þ
Cu is quite remarkable and is a feature not observed or
predicted by any existing model implementation. The pre-
sented " dependence of v1 provides further support for
limiting fragmentation scaling by extending its applicabil-
ity to Cu þ Cu . The observed pt dependence of directed
flow motivates further theoretical investigations and ex-
perimental measurements with identified particles.
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often simpler in terms of applying necessary corrections for the reaction plane resolution and detector
acceptance. In the case of the azimuthal analysis, the polarization can be calculated as:

PH = � 8
⇡↵H

hsin(�⇤
P
�  RP)i, (5)

⇢00 =
1
3
� 8

3
hcos[2(�⇤

p
�  RP)]i. (6)

For the global polarization, the analysis has to be performed using one of the first harmonic event
planes, with the reaction plane (and correspondingly, the angular momentum) direction to be deter-
mined by the deflection direction of the projectile spectators (which on average deflect outward of the
collision [9]). For the spin alignment measurements it is possible to use the second order event plane
(which typically has much better resolution).

2 Results

The progress in vector spin alignments measurements was presented at this conference in talks by
the STAR and ALICE Collaborations [10, 11]. The uncertainties in these measurements are still
relatively large, and the results are rather inconclusive; below I concentrate on the discussion of the
global polarization results.

Figure 3 shows a compilation of published[3, 12] and presented at this conference [10, 11] results
on the average global polarization of lambda and anti-lambda hyperons at mid-rapidity in mid-central
collisions as a function of collision energy. The blue solid and dashed lines are the results of hydro-
dynamic calculation [7, 13], with and without accounting for the hyperon feed-down contribution,
respectively. The procedure for the feed-down correction is outlined in [6] with Eq. 1 used for an esti-
mate of the polarization of the higher spin resonances. Note that the e↵ect of the feed-down correction
is rather modest – at the level of ⇠ 15%.
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- Two contributions to v1 
  initial tilt + density asymmetry 

- Relative contribution from the tilt 
can be studied by <px> and v1 slopes

L. ADAMCZYK et al. PHYSICAL REVIEW C 98, 014915 (2018)

FIG. 1. Cartoon illustrating different contributions to the directed
flow and their effect on the (pseudo)rapidity dependence of mean v1.
Panel (a) shows the effect of the “tilted source,” while panels (b) and
(c) include additional effects of asymmetric density distribution and
asymmetry in number of participating nucleons. In panels (b) and (c),
the dashed lines represent the effect of the “tilted source” only and
the solid lines represent the two effects combined.

(see the Appendix). In asymmetric collisions, as well as in sym-
metric collisions away from midrapidity, the initial transverse
density distribution has dipolelike asymmetry. This leads to an
additional contribution to anisotropic flow, interpreted either as
shadowing [16], or due to the difference in pressure gradients
in different directions within the transverse plane [17]. The
first harmonic term, often called dipole flow after a dipolelike
density asymmetry, contributes to directed flow. The sign of
the dipole flow contribution appears to be similar to that of
“tilted source.” However there exists a significant difference
between the two contributions—the contribution to ⟨px⟩ from
dipole flow is zero [18]. This fact can be used to disentangle the
relative contributions to directed flow from the “tilted source”
and initial density asymmetries. The condition ⟨px⟩dipole = 0
also leads to a characteristic v

dipole
1 (pT ) shape which crosses

zero at pT ∼ ⟨pT ⟩ [18]. Higher pT particles tend to be emitted
in this direction, while lower pT particles are emitted in the
opposite direction to balance the momentum in the system.
The sign of the average contribution to v1 is determined by the
low pT particles.

The fluctuations in the initial density distribution, in par-
ticular those leading to a dipole asymmetry in the transverse
plane, lead to nonzero directed flow, i.e., dipole flow, even
at midrapidity [18]. The direction (azimuthal angle) of the

initial dipole asymmetry !
dipole
1 determines the direction of

flow. The dipole flow angle !
dipole
1 can be approximated by

!1,3 = arctan(⟨r3 sin φ⟩/⟨r3 cos φ⟩) + π [18] where r and φ
are the polar coordinates of participants and a weighted average
is taken over the overlap region of two nuclei, with the weight
being the energy or entropy density. The angle !1,3 points in
the direction of the largest density gradient. Very schematically,
the modification to v1(η) for a particular fluctuation leading to
positive dipole flow is shown in Fig. 1(b).

The difference in the number of participating nucleons
(quarks) in the projectile and target nuclei also leads to the
change in rapidity of the “fireball” center of mass relative to
that of nucleon-nucleon system. In symmetric collisions such
a difference would be a consequence of fluctuations in the
number of participating nucleons event by event [19], while
in asymmetric collisions the position of the center of mass of
participating nucleons will be shifted on average, depending
on centrality. In this case, one would expect the overall shape
of v1(η) to be mostly unchanged, but the entire v1(η) curve to
be shifted in the direction of rapidity where more participants
move, as schematically indicated in Fig. 1(c).

Finally, we note that the dipole flow is found to be less
sensitive to the shear viscosity over entropy η/s [20] than v2
and v3, therefore it provides a better constraint on the geometry
and fluctuations of the system in the initial state.

In Pb+Pb and Au+Au collisions the initial dipolelike asym-
metry in the density distribution at midrapidity is caused purely
by the fluctuations, while Cu+Au collisions have an intrinsic
density asymmetry due to the asymmetric size of colliding
nuclei. In addition to the directed flow of the “tilted source”
[Fig. 1(a)], one might expect the dipole flow to be produced by
the asymmetric density gradient [Fig. 1(b)] and the center-of-
mass shift in asymmetric collisions [Fig. 1(c)]. Therefore it is
of great interest to study the different components of directed
flow in Cu+Au collisions to improve our understanding of
the role of gradients in the initial density distributions and the
hydrodynamic response to such an initial state.

Experimentally, the directed flow is often studied with the
first harmonic event plane determined by the spectator neutrons
[21–23]. Recent study [10] shows that in ultrarelativistic
nuclear collisions the spectators on average deflect outward
from the center of the collision, e.g., projectile spectators
deflect in the direction of the impact parameter vector. By
combining the measurements relative to the projectile !

p
SP and

target ! t
SP spectator planes, the ALICE Collaboration reported

the rapidity-odd and even components of directed flow in
Pb+Pb collisions at

√
sNN = 2.76 TeV [24]:

v1 = vodd
1 + veven

1 , (1)

vodd
1 =

(
v1

{
!

p
SP

}
− v1

{
! t

SP

})/
2, (2)

veven
1 =

(
v1

{
!

p
SP

}
+ v1

{
! t

SP

})/
2, (3)

where the “even” component might originate in the fluctuation
of the initial density. Note that the “projectile” nucleus defines
the forward direction and ⟨cos(!p

SP − ! t
SP)⟩ < 0. Since the tar-

get spectator plane ! t
SP points in the opposite direction to !

p
SP,

in the ALICE paper [24], directed flow relative to the target
spectator plane was defined as v1{! t

SP} = −⟨cos(φ − ! t
SP)⟩,
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the Riemann problems at cell interfaces [30]. It is therefore
important to check whether the code is not introducing, for
a given resolution, numerical errors which are larger than
the effects induced by the physics. We refer to the global
numerical errors generically as numerical viscosity.

We have thus calculated the T -vorticity for different physi-
cal viscosities (in fact η/s ratios), in order to provide an upper
bound for the numerical viscosity of ECHO-QGP in the ideal
mode. The mean value of the T -vorticity is shown in Fig. 5
and its extrapolation to zero occurs when |η/s| ! 0.002
which is a very satisfactory value, comparable with the one
obtained in Ref. [4]. The good performance is due to the use
of high-order reconstruction methods that are able to com-
pensate for the highly diffusive two-wave Riemann solver
employed [3].

5 Directed flow, angular momentum, and thermal
vorticity

With the initial conditions reported at the end of Sect. 3
we have calculated the directed flow of pions (both charged

Fig. 5 Mean of the absolute values of "µν/T 2 components at
the freeze-out hypersurface as a function of η/s. Note that the
"xη,"yη,"τη have been multiplied by 1/τ . Upper panel log scale.
Lower panel magnification of the region around zero viscosity

states) at the freeze-out and compared it with the STAR data
for charged particles collected in the centrality interval 40–
80 % [22]. Directed flow is an important observable for sev-
eral reasons. Recently, it has been studied at lower energy [31]
with a hybrid fluid-transport model (see also Ref. [32]). At√
sNN = 200 GeV, it has been calculated with an ideal 3+ 1

D hydro code first by Bozek and Wyskiel [18]. Herein, we
extend the calculation to the viscous regime.

The amount of generated directed flow at the freeze-out
depends, of course, on the initial conditions, particularly on
the parameter ηm (see Sect. 3), as shown in Fig. 6. The
directed flow also depends on η/s as shown in Fig. 7 and
could then be used to measure the viscosity of the QCD
plasma along with other azimuthal anisotropy coefficients.
It should be pointed out that, apparently, the directed flow
can be reproduced by our hydrodynamical calculation only
for −3 < y < 3.

The dependence of v1(y) on ηm and η/s makes it possible
to adjust the ηm parameter for a given η/s value. This adjust-
ment cannot be properly called a precision fit because, as
we have mentioned in the Introduction, several effects in the

Fig. 6 Directed flow of pions for different values of ηm parameter with
η/s = 0.1 compared with STAR data [22]

Fig. 7 Directed flow of pions for different values of η/s with ηm = 2.0
compared with STAR data [22]
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Fig. 8 Directed flow of pions at η/s = 0.1 and ηm = 2.0 compared
with STAR data [22]

comparison between data and calculations have been delib-
erately neglected in this work. However, since our aim was
to obtain a somewhat realistic evaluation of the vorticities,
we have chosen the value of ηm for which we obtain the best
agreement between our calculated pion v1(y) and the mea-
sured for charged particles in the central rapidity region. For
the fixed value η/s = 0.1 (approximately twice the conjec-
tured universal lower bound) the corresponding best value of
ηm turns out to be 2.0 (see Fig. 8).

It is worth discussing more in detail an interesting rela-
tionship between the value of the parameter ηm and that of
a conserved physical quantity, the angular momentum of the
plasma, which, for BIC is given by the integral (see Appendix
A for the derivation):

J y = −τ0

∫
dx dy dη x ε(x, y, η) sinh η. (32)

Since ηm controls the asymmetry of the energy density dis-
tribution in the η − x plane, one expects that Jy will vary
as a function of ηm . Indeed, if the energy density profile is
symmetric in η, the integral in Eq. (32) vanishes. Yet, for any
finite ηm ̸= 0, the profile (20) is not symmetric and Jy ̸= 0
(looking at the definition of f+ and f− it can be realized that
only in the limit ηm → ∞ the energy density profile becomes
symmetric). The dependence of the angular momentum on
ηm with all the initial parameters kept fixed is shown in Fig. 9.
For the value ηm = 2.0 it turns out to be around 3.18 × 103

in h̄ units.
It is also interesting to estimate an upper bound on the

angular momentum of the plasma by evaluating the angular
momentum of the overlap region of the two colliding nuclei.
This can be done by trying to extend the simple formula
for two sharp spheres. In our conventional reference frame,
the initial angular momentum of the nuclear overlap region
is directed along the y axis with negative value and can be
written as
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Fig. 9 Angular momentum (in h̄ units) of the plasma with Bjorken
initial conditions as a function of the parameter ηm
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Fig. 10 Estimated angular momentum (in h̄ units) of the overlap region
of the two colliding nuclei (solid line) and total angular momentum of
the plasma according to the parametrization of the initial conditions
(dashed line), as a function of the impact parameter

J y =
∫

dx dy w(x, y)(T+ − T−)x
√
sNN

2
(33)

where T± are the thickness functions like in Eq. (18) and

w(x, y) = min(n(x + b/2, y, 0), n(x − b/2, y, 0))
max(n(x + b/2, y, 0), n(x − b/2, y, 0))

is the function which extends the simple product of two θ

functions used for the overlap of two sharp spheres. Note
that the ω̃(x, y) is 1 for full overlap (b = 0) and implies a
vanishing angular momentum for very large b (see Fig. 10)
(see also Ref. [33]).

At b = 11.57 fm the above angular momentum is about
3.58 × 103 in h̄ units. This means that, with the current
parametrization of the initial conditions, for that impact
parameter about 89 % of the angular momentum is retained
by the hydrodynamical plasma, while the rest is possibly
taken away by the corona particles.

With the final set of parameters, we have calculated the
thermal vorticity ϖ . As has been mentioned in Sect. 2, this
vorticity is adimensional in cartesian coordinates) and it is
constant at global thermodynamical equilibrium [17], e.g.
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- Better description of v1 with the tilted source 
which accounts for vorticity.
- v1 slope seems to follow the trend of PH 
-> expect PH(LHC) ~ PH(RHIC-top)/2

T. Niida, Workshop for FAIR/NICA 2020

Directed flow and vorticity/global polarization
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often simpler in terms of applying necessary corrections for the reaction plane resolution and detector
acceptance. In the case of the azimuthal analysis, the polarization can be calculated as:

PH = � 8
⇡↵H

hsin(�⇤
P
�  RP)i, (5)

⇢00 =
1
3
� 8

3
hcos[2(�⇤

p
�  RP)]i. (6)

For the global polarization, the analysis has to be performed using one of the first harmonic event
planes, with the reaction plane (and correspondingly, the angular momentum) direction to be deter-
mined by the deflection direction of the projectile spectators (which on average deflect outward of the
collision [9]). For the spin alignment measurements it is possible to use the second order event plane
(which typically has much better resolution).

2 Results

The progress in vector spin alignments measurements was presented at this conference in talks by
the STAR and ALICE Collaborations [10, 11]. The uncertainties in these measurements are still
relatively large, and the results are rather inconclusive; below I concentrate on the discussion of the
global polarization results.

Figure 3 shows a compilation of published[3, 12] and presented at this conference [10, 11] results
on the average global polarization of lambda and anti-lambda hyperons at mid-rapidity in mid-central
collisions as a function of collision energy. The blue solid and dashed lines are the results of hydro-
dynamic calculation [7, 13], with and without accounting for the hyperon feed-down contribution,
respectively. The procedure for the feed-down correction is outlined in [6] with Eq. 1 used for an esti-
mate of the polarization of the higher spin resonances. Note that the e↵ect of the feed-down correction
is rather modest – at the level of ⇠ 15%.
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Figure 3. Average global polarization of lambda hyperons as a function of collision energy. Boxes indicate the
systematic uncertainties.
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- Two contributions to v1 
  initial tilt + density asymmetry 

- Relative contribution from the tilt 
can be studied by <px> and v1 slopes

L. ADAMCZYK et al. PHYSICAL REVIEW C 98, 014915 (2018)

FIG. 1. Cartoon illustrating different contributions to the directed
flow and their effect on the (pseudo)rapidity dependence of mean v1.
Panel (a) shows the effect of the “tilted source,” while panels (b) and
(c) include additional effects of asymmetric density distribution and
asymmetry in number of participating nucleons. In panels (b) and (c),
the dashed lines represent the effect of the “tilted source” only and
the solid lines represent the two effects combined.

(see the Appendix). In asymmetric collisions, as well as in sym-
metric collisions away from midrapidity, the initial transverse
density distribution has dipolelike asymmetry. This leads to an
additional contribution to anisotropic flow, interpreted either as
shadowing [16], or due to the difference in pressure gradients
in different directions within the transverse plane [17]. The
first harmonic term, often called dipole flow after a dipolelike
density asymmetry, contributes to directed flow. The sign of
the dipole flow contribution appears to be similar to that of
“tilted source.” However there exists a significant difference
between the two contributions—the contribution to ⟨px⟩ from
dipole flow is zero [18]. This fact can be used to disentangle the
relative contributions to directed flow from the “tilted source”
and initial density asymmetries. The condition ⟨px⟩dipole = 0
also leads to a characteristic v

dipole
1 (pT ) shape which crosses

zero at pT ∼ ⟨pT ⟩ [18]. Higher pT particles tend to be emitted
in this direction, while lower pT particles are emitted in the
opposite direction to balance the momentum in the system.
The sign of the average contribution to v1 is determined by the
low pT particles.

The fluctuations in the initial density distribution, in par-
ticular those leading to a dipole asymmetry in the transverse
plane, lead to nonzero directed flow, i.e., dipole flow, even
at midrapidity [18]. The direction (azimuthal angle) of the

initial dipole asymmetry !
dipole
1 determines the direction of

flow. The dipole flow angle !
dipole
1 can be approximated by

!1,3 = arctan(⟨r3 sin φ⟩/⟨r3 cos φ⟩) + π [18] where r and φ
are the polar coordinates of participants and a weighted average
is taken over the overlap region of two nuclei, with the weight
being the energy or entropy density. The angle !1,3 points in
the direction of the largest density gradient. Very schematically,
the modification to v1(η) for a particular fluctuation leading to
positive dipole flow is shown in Fig. 1(b).

The difference in the number of participating nucleons
(quarks) in the projectile and target nuclei also leads to the
change in rapidity of the “fireball” center of mass relative to
that of nucleon-nucleon system. In symmetric collisions such
a difference would be a consequence of fluctuations in the
number of participating nucleons event by event [19], while
in asymmetric collisions the position of the center of mass of
participating nucleons will be shifted on average, depending
on centrality. In this case, one would expect the overall shape
of v1(η) to be mostly unchanged, but the entire v1(η) curve to
be shifted in the direction of rapidity where more participants
move, as schematically indicated in Fig. 1(c).

Finally, we note that the dipole flow is found to be less
sensitive to the shear viscosity over entropy η/s [20] than v2
and v3, therefore it provides a better constraint on the geometry
and fluctuations of the system in the initial state.

In Pb+Pb and Au+Au collisions the initial dipolelike asym-
metry in the density distribution at midrapidity is caused purely
by the fluctuations, while Cu+Au collisions have an intrinsic
density asymmetry due to the asymmetric size of colliding
nuclei. In addition to the directed flow of the “tilted source”
[Fig. 1(a)], one might expect the dipole flow to be produced by
the asymmetric density gradient [Fig. 1(b)] and the center-of-
mass shift in asymmetric collisions [Fig. 1(c)]. Therefore it is
of great interest to study the different components of directed
flow in Cu+Au collisions to improve our understanding of
the role of gradients in the initial density distributions and the
hydrodynamic response to such an initial state.

Experimentally, the directed flow is often studied with the
first harmonic event plane determined by the spectator neutrons
[21–23]. Recent study [10] shows that in ultrarelativistic
nuclear collisions the spectators on average deflect outward
from the center of the collision, e.g., projectile spectators
deflect in the direction of the impact parameter vector. By
combining the measurements relative to the projectile !

p
SP and

target ! t
SP spectator planes, the ALICE Collaboration reported

the rapidity-odd and even components of directed flow in
Pb+Pb collisions at

√
sNN = 2.76 TeV [24]:

v1 = vodd
1 + veven

1 , (1)
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})/
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where the “even” component might originate in the fluctuation
of the initial density. Note that the “projectile” nucleus defines
the forward direction and ⟨cos(!p

SP − ! t
SP)⟩ < 0. Since the tar-

get spectator plane ! t
SP points in the opposite direction to !

p
SP,

in the ALICE paper [24], directed flow relative to the target
spectator plane was defined as v1{! t

SP} = −⟨cos(φ − ! t
SP)⟩,
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the Riemann problems at cell interfaces [30]. It is therefore
important to check whether the code is not introducing, for
a given resolution, numerical errors which are larger than
the effects induced by the physics. We refer to the global
numerical errors generically as numerical viscosity.

We have thus calculated the T -vorticity for different physi-
cal viscosities (in fact η/s ratios), in order to provide an upper
bound for the numerical viscosity of ECHO-QGP in the ideal
mode. The mean value of the T -vorticity is shown in Fig. 5
and its extrapolation to zero occurs when |η/s| ! 0.002
which is a very satisfactory value, comparable with the one
obtained in Ref. [4]. The good performance is due to the use
of high-order reconstruction methods that are able to com-
pensate for the highly diffusive two-wave Riemann solver
employed [3].

5 Directed flow, angular momentum, and thermal
vorticity

With the initial conditions reported at the end of Sect. 3
we have calculated the directed flow of pions (both charged

Fig. 5 Mean of the absolute values of "µν/T 2 components at
the freeze-out hypersurface as a function of η/s. Note that the
"xη,"yη,"τη have been multiplied by 1/τ . Upper panel log scale.
Lower panel magnification of the region around zero viscosity

states) at the freeze-out and compared it with the STAR data
for charged particles collected in the centrality interval 40–
80 % [22]. Directed flow is an important observable for sev-
eral reasons. Recently, it has been studied at lower energy [31]
with a hybrid fluid-transport model (see also Ref. [32]). At√
sNN = 200 GeV, it has been calculated with an ideal 3+ 1

D hydro code first by Bozek and Wyskiel [18]. Herein, we
extend the calculation to the viscous regime.

The amount of generated directed flow at the freeze-out
depends, of course, on the initial conditions, particularly on
the parameter ηm (see Sect. 3), as shown in Fig. 6. The
directed flow also depends on η/s as shown in Fig. 7 and
could then be used to measure the viscosity of the QCD
plasma along with other azimuthal anisotropy coefficients.
It should be pointed out that, apparently, the directed flow
can be reproduced by our hydrodynamical calculation only
for −3 < y < 3.

The dependence of v1(y) on ηm and η/s makes it possible
to adjust the ηm parameter for a given η/s value. This adjust-
ment cannot be properly called a precision fit because, as
we have mentioned in the Introduction, several effects in the

Fig. 6 Directed flow of pions for different values of ηm parameter with
η/s = 0.1 compared with STAR data [22]

Fig. 7 Directed flow of pions for different values of η/s with ηm = 2.0
compared with STAR data [22]
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Fig. 8 Directed flow of pions at η/s = 0.1 and ηm = 2.0 compared
with STAR data [22]

comparison between data and calculations have been delib-
erately neglected in this work. However, since our aim was
to obtain a somewhat realistic evaluation of the vorticities,
we have chosen the value of ηm for which we obtain the best
agreement between our calculated pion v1(y) and the mea-
sured for charged particles in the central rapidity region. For
the fixed value η/s = 0.1 (approximately twice the conjec-
tured universal lower bound) the corresponding best value of
ηm turns out to be 2.0 (see Fig. 8).

It is worth discussing more in detail an interesting rela-
tionship between the value of the parameter ηm and that of
a conserved physical quantity, the angular momentum of the
plasma, which, for BIC is given by the integral (see Appendix
A for the derivation):

J y = −τ0

∫
dx dy dη x ε(x, y, η) sinh η. (32)

Since ηm controls the asymmetry of the energy density dis-
tribution in the η − x plane, one expects that Jy will vary
as a function of ηm . Indeed, if the energy density profile is
symmetric in η, the integral in Eq. (32) vanishes. Yet, for any
finite ηm ̸= 0, the profile (20) is not symmetric and Jy ̸= 0
(looking at the definition of f+ and f− it can be realized that
only in the limit ηm → ∞ the energy density profile becomes
symmetric). The dependence of the angular momentum on
ηm with all the initial parameters kept fixed is shown in Fig. 9.
For the value ηm = 2.0 it turns out to be around 3.18 × 103

in h̄ units.
It is also interesting to estimate an upper bound on the

angular momentum of the plasma by evaluating the angular
momentum of the overlap region of the two colliding nuclei.
This can be done by trying to extend the simple formula
for two sharp spheres. In our conventional reference frame,
the initial angular momentum of the nuclear overlap region
is directed along the y axis with negative value and can be
written as
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Fig. 9 Angular momentum (in h̄ units) of the plasma with Bjorken
initial conditions as a function of the parameter ηm
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Fig. 10 Estimated angular momentum (in h̄ units) of the overlap region
of the two colliding nuclei (solid line) and total angular momentum of
the plasma according to the parametrization of the initial conditions
(dashed line), as a function of the impact parameter

J y =
∫

dx dy w(x, y)(T+ − T−)x
√
sNN

2
(33)

where T± are the thickness functions like in Eq. (18) and

w(x, y) = min(n(x + b/2, y, 0), n(x − b/2, y, 0))
max(n(x + b/2, y, 0), n(x − b/2, y, 0))

is the function which extends the simple product of two θ

functions used for the overlap of two sharp spheres. Note
that the ω̃(x, y) is 1 for full overlap (b = 0) and implies a
vanishing angular momentum for very large b (see Fig. 10)
(see also Ref. [33]).

At b = 11.57 fm the above angular momentum is about
3.58 × 103 in h̄ units. This means that, with the current
parametrization of the initial conditions, for that impact
parameter about 89 % of the angular momentum is retained
by the hydrodynamical plasma, while the rest is possibly
taken away by the corona particles.

With the final set of parameters, we have calculated the
thermal vorticity ϖ . As has been mentioned in Sect. 2, this
vorticity is adimensional in cartesian coordinates) and it is
constant at global thermodynamical equilibrium [17], e.g.
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- Better description of v1 with the tilted source 
which accounts for vorticity.
- v1 slope seems to follow the trend of PH 
-> expect PH(LHC) ~ PH(RHIC-top)/2

STAR, PRC98, 014915 (2018)

v1の傾きとグローバル偏極が同じような 
エネルギー依存性に見える。

v1の起源：初期の傾きと非対称な密度分布 
渦の起源：初期の軌道角運動量・速度プロファイル

モデルは、少なくともv1とグローバル偏極の両方を再現すべき。



T. Niida, 重イオン衝突 理論・実験共同研究会

まとめ

フローと粒子相関に関する最近の実験結果（ほぼSTARしかカバーしていない）を
紹介しました 

QCD相転移やバリオン高密度領域における物性解明のために、低エネルギー領域
でフローやfemtoscopyの精密測定が進んでいる。 

ブラインド解析によるアイソバーCME探索がついに終了。事前定義したCMEシグ
ナルは観測されず、さらなる調査が必要。完全にCMEを否定したわけではない。 

グローバル偏極の新しいデータ（低エネルギーや粒子種依存）が出始めている。
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T. Niida, 重イオン衝突 理論・実験共同研究会

Analysis procedure
Follow blind analysis as recommended by 
BNL NPP PAC 
‣ No species info. until final step 
‣ Codes frozen before the unblind step 
‣ Analyzed by 5 independent groups 
‣ Case for CME is pre-defined 

Centrality determination 
‣ Done by non-CME analyzers 
‣ Unknown deformation parameter, tried 3 cases of 

Woods-Saxon parameters below 
‣ Case-3 (β2=0) best describes the data. Potential 

room for improvement.
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8

of the second- and third-harmonic event planes (EPs) at forward rapidity. The EPD consists of two segmented318

scintillator wheels located at ±3.75 m from the center of the TPC, along the beam direction, covering an acceptance319

window of approximately 2.1 < |⌘| < 5.1 in pseudorapidity and 2⇡ in azimuth. Each wheel consists of 12 “supersectors”320

(in azimuth) that are further divided (radially) into 31 tiles made of plastic scintillator. Each tile is connected to a321

silicon photomultiplier via optical fiber. Charged particles emitted in the forward and backward directions produce322

a signal distribution with identifiable peaks corresponding to various numbers of minimally ionizing particles in the323

EPD tiles. This information in each tile is used to reconstruct the EPs. Further details of the EPD can be found in324

Ref. [92].325

The ZDCs and their associated Shower Maximum Detectors (SMDs) are used for determination of the spectator326

neutron plane [100, 101]. The ZDCs are Cherenkov-light sampling calorimeters located at forward and backward327

angles (|⌘| > 6.3) and are each composed of three identical modules. The SMDs are sandwiched between the ZDC328

modules and are composed of two planes with scintillator strips aligned with x or y directions perpendicular to the329

beam. The SMD information thus can be used to measure the centroid of the hadronic shower produced by the330

spectator neutrons in the ZDCs. The x and y positions of the shower centroid (hX,Y i
ZDCE,W-SMD

) calculated on an331

event-by-event basis provide spectator-plane reconstruction (see Refs. [102, 103] for details).332

We do not use the data from the Beam-Beam Counters (BBC) and the Barrel Electromagnetic Calorimeter (BEMC)333

in this analysis other than for data quality assurance purposes. The time-dependence of the Q-vectors from the BBCs334

are studied to identify bad runs. The number of TPC tracks matched to the BEMC (NBEMC-matched

trk
) is also examined335

as a function of time to identify outlier runs.336

C. Blinding of data sets and preparation for analysis337

The recommendation to perform a blind analysis of the isobar data was initially made by the Nuclear and Particle338

Physics Program Advisory Committee at Brookhaven National Laboratory [104]. The procedure to blind the isobar339

data is determined and implemented well before the actual data taking. The raw data are made inaccessible to the340

analysts to eliminate possible unconscious biases.341

A total of five institutional groups within the collaboration perform blind analyses of the isobar data. The analysts342

from each group focus on a specific analysis method described in Sec. IV. Substantial overlap of some analyses helps to343

cross check the results. The details of the blinding procedure and data structure are decided by an Analysis Blinding344

Committee (ABC), consisting of STAR members who are not part of the team of analysts. The ABC works in close345

collaboration with the data production team to provide the analysts with access only to data in which species-specific346

information is disguised or removed, until the final un-blinded analysis step. Before the final step ABC also makes347

sure that the information provided to the analysts to perform quality assurance (QA) of the data do not reveal the348

species identity.349

D. Methods for isobar blind analysis350

The detailed procedure for the blind analysis of isobar data is outlined in Ref. [88] and is strictly followed by the351

analysts. Shown in Fig. 1, the blind analysis procedure includes a mock-data challenge to perform a closure test and352

three main steps: 1) isobar-mixed analysis, 2) isobar-blind analysis, and 3) isobar-unblind analysis [105].353

Step-0

Mock Data
challenge

Test data structure
(Au+Au data)

Step-1

Isobar Mixed
analysis

Code freezing
(Each run is

Ru+Ru & Zr+Zr)

Step-2

Isobar Blind
analysis

QA with ⇠ 1% data
(Each run is

Ru+Ru or Zr+Zr)

Step-3

Isobar Unblind
analysis

Final analysis
(Ru+Ru & Zr+Zr

separated)

FIG. 1. Flowchart to illustrate the steps of the isobar blind analysis [105]. This is based on the procedure for the isobar blind
analysis outlined in Ref. [88].

354

355

In the zeroth step preceding the blind analysis, the analysts participated in a mock-data challenge. The purpose356

of this step is to familiarize the analysts with the data structures that have been designed for the blind analysis and357

the techniques to access the data. Feedback is also provided to the ABC to ensure feasibility of the analysis blinding358

process. Data for Au+Au collisions at
p
sNN = 27 GeV (collected in 2018 after the isobar run) are used for this step.359
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based on a finite-range droplet macroscopic model and the folded-Yukawa single-particle microscopic model [116]. The
charge radius of 96

44
Ru, because of its additional protons, is larger than that of 96

40
Zr. The neutron and proton density

parameters are taken to be the same for both R and a, so Ru is larger than Zr. The third set (Case-3) is from recent
calculations based on energy density functional theory (DFT), assuming the nuclei are spherical [85, 113]. The proton
and neutron distributions are both calculated, and the overall size of Ru is found to be smaller than Zr because of a
significantly thicker neutron skin in the latter. The nucleon distributions are found to be well parameterized by the
halo-type WS distributions (i.e. the neutron a parameter is significantly larger than that for the proton) [113].

TABLE II. The Woods-Saxon parameters used in the Glauber simulations for the centrality determination.

Case-1 [83] Case-2 [83] Case-3 [113]
Nucleus R (fm) a (fm) �2 R (fm) a (fm) �2 R (fm) a (fm) �2

96

44Ru 5.085 0.46 0.158 5.085 0.46 0.053 5.067 0.500 0
96

40Zr 5.02 0.46 0.08 5.02 0.46 0.217 4.965 0.556 0

In this analysis we use the simple two-component model for multiparticle production [117]. Several alterna-
tive approaches of multiparticle production have been developed over the years, such as Quark-Glauber [118], IP-
Glasma [119], trento [120] and Shadowed Glauber [121], that improve the two-component model. These approaches
can be investigated in future STAR analyses – for the current work we stick to the two-component nucleon based MC
Glauber model for simplicity. The multiplicity density at a given b, with the corresponding Npart and Ncoll from the
Glauber calculation for each set of the WS parameters, is parameterized by the two-component model [117] as:

NGlauber

trk
= npp [(1� x)Npart/2 + xNcoll] , (6)

where npp is the average pseudorapidity multiplicity density in zero-bias nucleon-nucleon (NN) collisions, and x is the
relative contribution to multiplicity from hard processes. The multiplicity given by Eq. (6) is the average multiplicity.
Multiplicity fluctuations are taken into account in the following way. NGlauber

trk
is considered to be accumulated by

(1� x)Npart/2+ xNcoll (that is rounded to the closest integer) NN collisions. In each NN collision, the multiplicity n
is obtained by convolution of the negative binomial distribution (NBD)

PNBD(npp, k;n) =
�(n+ k)

�(n+ 1)�(k)
· (npp/k)n

(1 + npp/k)n+k
, (7)

where � is the gamma function and the fluctuation parameter k controls the sharpness of the large multiplicity tail
of the NGlauber

trk
distribution.

The Glauber multiplicity distribution obtained in this way is then convolved with a binomial distribution to account
for the tracking ine�ciency and acceptance of the TPC. The net e↵ect depends on the TPC hit occupancy and is
modeled as a linear function in the multiplicity [108]. The final NGlauber

trk
distribution is then fitted to the experimental

No✏ine

trk
distribution, with npp, k, and x as fit parameters. The fit is performed simultaneously for Ru+Ru and Zr+Zr

datasets with the fit parameters forced to be common for both isobars. Since the peripheral collisions are a↵ected by
trigger ine�ciency, the fit range is restricted to No✏ine

trk
> 50.

A simultaneous fit of the No✏ine

trk
distributions for the two isobars is performed for each set of the WS parameters

for 96
44
Ru and 96

40
Zr listed in Table II. The first set of parameters (Case-1) is rejected from further analysis because it

yields the largest �2/ndf among the three scenarios. The fit results for Case-2 and Case-3 are shown in Fig. 2 (left
panels), with similar �2/ndf values. The P (No✏ine

trk
) distributions shown in Fig. 2 for data are normalized by the

number of events. The same is also applied for the Glauber distributions. However, the Glauber distributions are
further scaled by an additional factor equal to the ratio of the integrals from No✏ine

trk
= 50 to 500 taken between the

data and Glauber distributions.
In order to further inform the choice of the WS parameters, the ratio of the experimentally measured No✏ine

trk
distri-

bution for Ru+Ru to the one for Zr+Zr is compared with the same ratio obtained for the MC Glauber calculations.
These ratios are shown in Fig. 2 (right panels). The multiplicity ratio obtained for Case-3 is in a better agreement
with the experimental distribution at No✏ine

trk
> 50, while the ratio for Case-2 deviates from the experimental ratio,

particularly in central collisions. Note that the Case-3 fit ratio does not fully describe the data on the large multiplic-
ity tail and there is room for future improvement. The larger multiplicity in central Ru+Ru than in central Zr+Zr
collisions is due to the smaller

p
hr2i, the root-mean-square (RMS) size (and thus a higher energy density) of the 96

44
Ru

nucleus compared to the 96
40
Zr nucleus, as predicted by DFT [85, 86, 122]. If the radius parameter R is set to be smaller

for Ru in the WS density parameterization of Case-2 (and Case-1), then the high multiplicity tails observed in data
would also be described [86]. However, it would still fail to describe the subtle shape in the intermediate multiplicity
range observed in data [86, 113]. It must be also noted that the non-zero �2 parameter for 96

40
Zr as used by Case-2
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correction factor is determined by making the location of the half-maximum point of the given Vz,tpc bin equal to the
one at �1 < Vz,tpc < 1 cm (the center of the TPC).
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FIG. 2. Distributions of the number of charged particles (No✏ine

trk ) from the TPC in the pseudorapidity acceptance |⌘| < 0.5
in Ru+Ru (upper left panel) and Zr+Zr (lower left panel) collisions. The experimental distributions have been corrected for
variations in the luminosity and the vertex position Vz,tpc, and uncorrected for tracking e�ciency. Fits to the experimental
distributions (gray circles) are performed by the two-component Glauber model using two sets of Woods-Saxon parameters in
Table II (blue crosses for Case-2 and red crosses for Case-3). The Ru+Ru to Zr+Zr ratio of the experimental data, as well
as those of the Glauber model fit for Case-2 and Case-3 are shown in the upper right and lower right panels, respectively.
The Glauber simulation with the Case-3 nuclear density parameters is used for centrality determination as it provides the best
description of the experimental data.

Figure 2 shows the luminosity and Vz,tpc corrected distributions P (No✏ine

trk
) in Ru+Ru and Zr+Zr collisions. The

centrality classes in this analysis are defined by fitting the P (No✏ine

trk
) distributions to those obtained from MC Glauber

simulations [108, 109]. In Glauber simulations, the probability of a collision at a given impact parameter (b) and
the corresponding number of participant nucleons (Npart) and number of binary nucleon-nucleon collisions (Ncoll)
are obtained by MC sampling. The inputs for this calculation are the nuclear thickness function and the inelastic
nucleon-nucleon cross section (�inel

NN
) which is taken to be 42 mb for the current case of

p
sNN = 200 GeV collisions [110].

The nuclear thickness function is the projection of the 3D nuclear density onto the transverse plane (perpendicular
to the z axis). It is obtained by sampling nucleons in the incoming nuclei according to the Woods-Saxon (WS)
distribution defined in the nucleus rest frame with a spherical coordinate system (r is radial position and ✓ is polar
angle) [111]:

⇢(r, ✓) =
⇢0

1 + exp


r�R(1+�2Y 0

2 (✓))
a

� , (5)

where R is the radius parameter, a is the di↵useness parameter of the nuclear surface, �2 is the quadruple deformity

parameter, Y 0
2
(✓) = 1

4

q
5

⇡ (3 cos
2 ✓� 1), and ⇢0 is the normalization factor. Nuclear density distributions of 96

44
Ru and

96
40
Zr are not accurately known [83, 86, 112]. In this work, three sets of WS parameters [83, 113] are investigated. These

sets of parameters are listed in Table II. The first two sets (Case-1 and Case-2) have the same R and a parameters and
di↵erent deformations. The parameters are constrained by e+A scattering experiments [114, 115] and calculations
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in Ru+Ru (upper left panel) and Zr+Zr (lower left panel) collisions. The experimental distributions have been corrected for
variations in the luminosity and the vertex position Vz,tpc, and uncorrected for tracking e�ciency. Fits to the experimental
distributions (gray circles) are performed by the two-component Glauber model using two sets of Woods-Saxon parameters in
Table II (blue crosses for Case-2 and red crosses for Case-3). The Ru+Ru to Zr+Zr ratio of the experimental data, as well
as those of the Glauber model fit for Case-2 and Case-3 are shown in the upper right and lower right panels, respectively.
The Glauber simulation with the Case-3 nuclear density parameters is used for centrality determination as it provides the best
description of the experimental data.
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) in Ru+Ru and Zr+Zr collisions. The

centrality classes in this analysis are defined by fitting the P (No✏ine
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) distributions to those obtained from MC Glauber

simulations [108, 109]. In Glauber simulations, the probability of a collision at a given impact parameter (b) and
the corresponding number of participant nucleons (Npart) and number of binary nucleon-nucleon collisions (Ncoll)
are obtained by MC sampling. The inputs for this calculation are the nuclear thickness function and the inelastic
nucleon-nucleon cross section (�inel
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) which is taken to be 42 mb for the current case of
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sNN = 200 GeV collisions [110].

The nuclear thickness function is the projection of the 3D nuclear density onto the transverse plane (perpendicular
to the z axis). It is obtained by sampling nucleons in the incoming nuclei according to the Woods-Saxon (WS)
distribution defined in the nucleus rest frame with a spherical coordinate system (r is radial position and ✓ is polar
angle) [111]:
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Elliptic/triangular flow

v2 differs by ~2-3%, indicating 
different shape and CME 
background for a given centrality
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FIG. 4. (Left) Elliptic anisotropy v2 measurements using di↵erent methods in isobar collisions at
p
sNN = 200 GeV as a

function of centrality using TPC and EPD detectors. In the upper panels, the solid and open symbols represent measurements
for Ru+Ru and Zr+Zr collisions, respectively. The data points are shifted along the x axis for clarity. The lower panels show
the v2 ratios in Ru+Ru over Zr+Zr collisions. The statistical uncertainties are represented by lines and systematic uncertainties
by boxes. (Right) The same showing measurements for four particle correlations using TPC and EP determined from ZDC.
The data points are shifted horizontally for clarity.

detailed implementations di↵er among the groups with regards to estimation of harmonic flow vectors, re-weighting,
the pseudorapidity gap to reduce non-flow, and correction of non-uniform acceptance. While focusing on various
aspects, four of the five groups have analyzed the ��/v2 observable. Figure 5 compares the ��/v2 measurements
with both the full-event and sub-event methods. The statistical uncertainties are largely correlated among the
groups because the same initial data sample is analyzed; the results are not identical because of the analysis-specific
event selection criteria (see Table.I) and the slightly di↵erent methods. Using the Barlow approach [106], we have
verified that the results from di↵erent groups are consistent within the statistical fluctuations due to those di↵erences.
Moreover, the final conclusion on the observability of the CME is consistent among all five analysis groups.

In addition to the centrality dependence results reported in the following subsections, in order to have the best
statistics, we also quote the final results for the Ru+Ru over Zr+Zr ratio observables for the centrality range of 20–50%.
The choice of this centrality range is determined by two considerations. One is that the mid-central collisions present
the best EP reconstruction resolution as well as the most significant magnetic field strengths (hence the possibly
largest CME signal di↵erence between the isobar species). The other consideration is that the online trigger e�ciency
starts to deteriorate from the 50% centrality mark towards more-peripheral collisions (see Sec. III). A compilation of
results from di↵erent groups is presented in the summary subsection V I.

A. �� measurements with TPC event plane (Group-1)

The flow plane for a specific pseudorapidity range is unknown for each event. In practice, we estimate an nth-

harmonic flow plane with the azimuthal angle ( n) of the flow vector
�!
Qn =

�PN
i wi cos(n�i),

PN
i wi sin(n�i)

�
, where

�i represents the azimuthal angle of a detected particle, and wi is a weight (often set to pT ) to optimize the EP
resolution. For example, the vn measurement with respect to the full TPC EP is denoted by

vn{TPC EP} = hcos(n�� n TPC

n )i . (43)
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FIG. 10. (Left) Elliptic and triangular anisotropies measured for the two systems using the combination of TPC and EPDs.
The boxes represent systematic uncertainties and the lines represent statistical errors. (Right) Compilation of v3 using di↵erent
methods and cuts on pseudorapidity separation. Results are shown for individual systems in open symbols for Zr+Zr and solid
symbols for Ru+Ru. Results are also shown for the ratio of Ru+Ru to Zr+Zr in open symbols. The centrality bins are shifted
horizontally for clarity.

The upper and middle panels of Fig. 10 show the centrality dependence of v2 and v3, respectively, with the
two aforementioned approaches. The measurements of these flow harmonics using only TPC and TPC-EPD are
noticeably di↵erent, especially in peripheral events for v2, and in mid-central and peripheral collisions for v3. A
possible explanation for such an observation could be the pseudorapidity dependence of non-flow, de-correlation and
flow fluctuations [133, 135]. Owing to low multiplicity and poor resolution of the third-order EP, EPDs do not allow for
the v3 measurements beyond 60-70% centrality. A compilation of v3 results is shown in Fig. 10 (right) to demonstrate
the e↵ect of pseudorapdity separation between POI and EP (or between two POIs).

The lower panel presents ratios of the flow harmonics for Ru+Ru over Zr+Zr collisions, with a few interesting
features. First, the v2 ratio in the most central events (0�5%) is larger than unity with high significance. As mentioned
before, e↵ects due to nuclear deformation can lead to the di↵erence in the shape even in fully-overlapping collisions,
which needs to be confirmed by future studies. Above-unity v2 ratios are also observed in mid-central collisions.
This is consistent with the expectation of the eccentricity ratios from nuclear density distributions calculated by
DFT [85, 86]. Second, the v3 ratio is significantly below unity in central events, which is counter intuitive, as v3 is
supposed to be driven by fluctuations in central collisions. Third, the v3 ratio significantly deviates from unity in
peripheral events, and this deviation has a dependence on pseudorapidity separation between POI and EP. Thus, we
need a better understanding of the possible di↵erences in the nuclear structure and the deformity of the isobars, when
comparing the two systems at the same centrality. Further exploration along this direction is beyond the scope of
this paper which is primarily focused on the CME blind analysis. These vn measurements do have implications on
the background contribution to CME that is relevant in the scaled charge separation variables.

We perform the measurement of charge separation using the full TPC acceptance (|⌘| < 1) in the following way

�↵,�
112

(⌘↵, ⌘�)(|⌘|<1) ⌘
D
cos

⇣
�↵(⌘↵) + ��(⌘�)� 2 |⌘|<1

2

⌘E
=

hcos (�↵(⌘↵) + ��(⌘�)� 2�c)i
v2,c{2}

. (47)

The indices “↵,�, c” denote three distinctly di↵erent particles. The subscripts “↵,�” denote particle pairs with same
(SS) or opposite (OS) sign of electric charges. We use the charge-inclusive reference particle ‘c’ as a proxy for the
elliptic flow plane  2 at midrapidity, and the quantity v2,c{2} refers to the two-particle elliptic flow coe�cient of the
reference particle ‘c’ that we estimate using two-particle correlations as defined in Eq. (45).

different non-flow contributions

v2 ratio deviates from unity in 0-5%, 
while v3 deviates in opposite 
direction. Could be related to 
nuclear structure difference 
between the two species.
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CME observables
γ-correlator  
‣ Well-studied charge sensitive correlator 
‣ Δγ/v2 is commonly used to cancel v2-driven background 

Derived measurements 
‣ γ113: wrt Ψ3 which is uncorrelated with B-field direction 
‣ two-particle correlator δ  
‣ pseudorapidity dependence 
‣ invariant mass 
‣ wrt spectator/participant planes 

R-correlator 
‣Alternative measure for charge separation 

‣Similar to Δγ in sensitivity to CME based on AVFD model study
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range. The reason for this choice is because it is certain that the online trigger is fully e�cient for collisions more
central than 20%.

Table III lists the centrality definition and the corresponding
⌦
No✏ine

trk

↵
, hNparti and hNcolli for Ru+Ru and Zr+Zr

collisions at
p
sNN = 200 GeV obtained in this work. Throughout this paper, we label the centralities as in the first

column of Table III. Because of the integer edge cuts in the centrality determination, the actual centrality ranges
are slightly di↵erent, which are also listed in Table III for Ru+Ru and Zr+Zr collisions, respectively. We estimate
systematic uncertainties on hNparti and hNcolli by varying the input parameters (R, a) in the MC Glauber simulation
and by varying npp and x in the two-component model. Figure 3 (upper panel) shows the

⌦
No✏ine

trk

↵
as a function

of centrality in the two isobar collision systems. The Ru+Ru/Zr+Zr ratio of the mean multiplicities is shown in
the lower panel of Fig. 3. The mean multiplicity is larger in Ru+Ru collisions than in Zr+Zr collisions of matching
centrality. Note that the shape of this ratio as a function of centrality can be a↵ected by the inexact matching of
centralities by integer edge cuts on No✏ine

trk
. The shape may also be influenced by other factors that require further

studies.

IV. OBSERVABLES FOR ISOBAR BLIND ANALYSIS

The isobar blind analysis specifically focuses on the following approaches and corresponding observables. The
general strategy is to compare results from the two isobar species to search for a statistically significant di↵erence
in the observables used. The following subsections describe these approaches and corresponding observables which
include: 1) measurements of the second- and higher-order harmonics of the � correlator, 2) di↵erential measurements
of �� (with respect to pseudorapidity gap �⌘ and invariant mass minv) to identify and quantify backgrounds, 3)
exploiting the relative charge separation across spectator and participant planes, and 4) the use of the R observable
to measure charge separation. The first three approaches are based on the aforementioned three-point correlator and
the last employs a di↵erent approach. For each observable/approach, we predefine a set of the CME signatures prior
to the blind analysis, for which a magnitude of high significance must be observed for an a�rmative observation of
the CME.

A. �� and mixed harmonics with second and third order event planes

We rewrite the conventional � correlator (Eq. (2)) with a more specific notation,

�112 = hcos(�↵ + �� � 2 2)i , (8)

where �↵ and �� are the azimuthal angles of particles of interest (POIs) and  2 is the second-order flow plane.
Here, the subscripts “1”,“1” and “2” in �112 refer to the harmonics associated with the �↵, �� and  2, respectively.
In practice, the flow plane is approximated with the EP ( EP) reconstructed with measured particles, and then the
measurement is corrected for the finite EP resolution [125]. The charge-dependent backgrounds in ��112 = �OS

112
��SS

112

can be broadly understood using the example of resonance decays. If resonances from the event exhibit elliptic flow,
their decay daughters could mimic a signal for charge separation across the flow plane with a magnitude proportional
to v2 [36, 49, 51]. Therefore, following Eq. (4), one should study the normalized quantity

��112
v2

, (9)

to account for the trivial scaling expected from a purely background scenario. The flowing-resonance picture can be
generalized to a larger portion of the event, or even the full event, through the mechanisms of transverse momentum
conservation (TMC) [38, 126] and/or local charge conservation (LCC) [51]. In the case of the � correlator this
contribution can be written as

�112 = hcos(�↵ + �� � 2 2)i
= hcos(�↵ � 2) cos(�� � 2)i � hsin(�↵ � 2) sin(�� � 2)i
= (hv1,↵v1,�i+BIN)� (ha1,↵a1,�i+BOUT) . (10)

The CME should dominantly contribute to the ha1,↵a1,�i term. The in-plane hv1,↵v1,�i component represents the
charge separation unrelated to the magnetic field direction, and (BIN �BOUT) denotes the flow-related background.

Ideally, the two-particle correlator,

� = hcos(�↵ � ��)i
= (hv1,↵v1,�i+BIN) + (ha1,↵a1,�i+BOUT) , (11)

�� = �OS

112
� �SS

112
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should also manifest ha1,↵a1,�i, but in reality it could be dominated by short-range two-particle correlation back-
grounds (i.e. BIN + BOUT). Similar to ��112, we focus on the di↵erence between the opposite-sign and same-sign �
correlators,

�� = �os � �ss . (12)

The background contributions due to the LCC and TMC have a similar characteristic structure that involves the
coupling between v2 and �� [37, 38, 51, 126]. This motivates the study of the normalized quantity of �� scaled by
v2 and ��, defined as:

112 ⌘ ��112
v2��

. (13)

The observation of the CME requires 112 to be larger than TMC/LCC

112
. While a reliable estimate of TMC/LCC

112
is

still elusive, the comparison of �112 (and 112) between isobar collisions might give a more definite conclusion on the
CME signal.

It is intuitive to introduce some variations in the � correlator to understand the background mechanisms in �112 [26],
such as

�123 = hcos(�↵ + 2�� � 3 3)i . (14)

This correlator is expected to be insensitive to the CME, because the correlation is negligible between the magnetic
field and the third harmonic plane,  3. However, background due to flowing resonances along the  3 plane can
contribute to this observable. In analogy to Eq. (4) one can write:

��123,bkgd =
4N2p

N2
hcos(�↵ � 2�� � 3�2p)i v3,2p . (15)

Therefore, similar to Eq. (9) we also study the scaled quantity

��123
v3

. (16)

Although the direct comparison of ��112/v2 and ��123/v3 is hard to interpret for a given system [127, 128], it
is useful to contrast signal and background scenarios by comparing each quantity between the two isobar systems.
When compared between the two isobars, in contrast to ��112/v2 which is driven by di↵erences in both signal and
background, ��123/v3 will only be driven by the background di↵erence. Since Ru+Ru has a larger magnetic field
than Zr+Zr, the CME expectation for mixed-harmonic measurements would be:

(��112/v2)Ru+Ru

(��112/v2)Zr+Zr
> 1 , (17)

(��112/v2)Ru+Ru

(��112/v2)Zr+Zr
>

(��123/v3)Ru+Ru

(��123/v3)Zr+Zr
, (18)

(��112/v2)Ru+Ru

(��112/v2)Zr+Zr
>

(��)Ru+Ru

(��)Zr+Zr
. (19)

The last condition (Eq.19) can be re-written as

Ru+Ru

112

Zr+Zr

112

> 1 . (20)

In general, the algebra relating , ��, v2, and �� relies on the symmetry assumption of hsin(�↵���) sinn(����c)i =
0, with “c” labeling the particle used for EP reconstruction [26] and n representing the harmonic order. One can
circumvent this assumption by introducing a slight variant of  that measures the factorization breaking:

kn =
�hcos(��↵�) cos(n���c)i

v2n{2}��↵�
. (21)

Here the first “�” in the numerator denotes the di↵erence between opposite-sign and same-sign measurements of the
quantity inside the average. The quantity ��↵� = �↵ � �� denotes the relative azimuthal angle between charge-
carrying particles, whereas the quantity ���c = �� � �c is the relative di↵erence between one of the charge-carrying
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